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Over the past few years, DR planning has become more 
affordable and easier thanks to advancements in 
technologies. Creative planners are finding ways to 
integrate disaster recovery with other essential operations 
to streamline processes. 

This guide offers a collection of our best business continuity 
and disaster recovery content. You'll find information on 
BC/DR planning and management; server, storage, 
networking and security technologies; and free 
downloadable templates that simplify the planning process. 
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GOOD PLANNING AND MANAGEMENT ARE KEY FOR 
BUSINESS CONTINUITY AND DISASTER RECOVERY SUCCESS 

Disaster recovery and business continuity planning isn't a one-time event. 

Good DR/BC requires ongoing management. This section offers information 

on conducting business impact analyses and risk assessments, how to form 

an incident response plan, personnel issues and training, DR testing, change 

management, and BC/DR standards.  

Include vendors in your business continuity planning 
process 

The ideal arrangement for ensuring business continuity involves having a hot 
secondary datacenter that is located hundreds of miles away. That way, 
operations can be shifted to the backup datacenter in the event of a regional 
disaster. The main problem with this approach, of course, is that it is 
expensive. 

Since building a replica datacenter is usually only an option for the largest 
organizations, smaller organizations must come up with a more practical and 
cost-effective solution to their business continuity needs. One option for 
coping with this problem is to build a secondary datacenter on the fly. 

Although this option probably sounds even less practical than maintaining a 
standby datacenter, I have seen this approach used in the real world and it 
worked out surprisingly well. 

This particular organization had long held a contract with a local hardware 
vendor. The contract basically stated that the organization would purchase all 
of their hardware through the vendor in exchange for a discounted rate. The 
organization also purchased an annual maintenance contract from the 
vendor that required any hardware issues to be resolved within a specific 
amount of time. 

When the maintenance contract came up for renewal, someone decided that 
it would be a good idea to renegotiate the contract based on the 
organization's business continuity needs. I won't go into all of the granular 
details, but there were two key provisions that proved to be more important 
than any other. 

First, the contract required the vendor to stock duplicate hardware that was 
to be dedicated to emergency situations. For example, if the organization 

http://searchstorage.techtarget.com/definition/business-continuance
http://searchcio.techtarget.com/definition/hot-site-and-cold-site
http://searchcio.techtarget.com/definition/hot-site-and-cold-site


 

Page 5 of 93  

  

¶ Contents 

¶ Good planning and 

management are key for 

business continuity and 

disaster recovery success 

 

¶ Recent storage and server 
developments ease BC/DR 
planning 
 

¶ Network disaster recovery 
planning and building 
resilient networks 
 

¶ Security an important part 
of BC/DR planning 
 

¶ BC/DR planning 
considerations for facilities 

 

purchased 10 servers of a particular model, the vendor would order 11 and 
keep the extra server in the box, in a secure location as a standby spare that 
could be used if a server were damaged beyond repair. 

The other provision was that in the event that the organization's primary 
datacenter were to become incapacitated for a specific length of time, the 
vendor would help the company deploy a makeshift datacenter within 24 
hours at a facility that the organization was renting in the next town. Although 
the organization never experienced a catastrophic failure that warranted the 
deployment of a makeshift datacenter, they did stage two drills to make sure 
that the vendor could deliver what they had promised. Both times, the 
operation went off without a hitch. 

The vendor was involved in every step of the process. They provided the 
gear and assisted with both the failover planning and the actual failover 
process. 

The situation that I just described happened a long time ago. Technology has 
changed a lot during that time. Even so, the lessons from the past are just as 
relevant today as they were back then. Involving your vendors in your 
business continuity planning can help to ensure that critical resources are 
available when they are needed most. Of course, the real question is the 
best way to involve vendors. 

One possible option is to negotiate the use of the vendor's own datacenter as 
a disaster recovery site. This option won't work in every case, but it is 
becoming increasingly common for enterprise hardware vendors to operate 
public or semi-private cloud environments and lease computing resources to 
customers on a short-term basis. If your vendor offers these types of 
services, then you may be able to negotiate an arrangement that would allow 
virtual machines to fail over to the vendor's cloud in an emergency situation. 

Of course not every vendor has their own cloud. If your vendor does not then 
you might be better off taking advantages of your vendor's knowledge than 
their on premise hardware resources. 

For example, if your vendor has a certified partnership with Microsoft then 
you may be to work a deal that would allow you to fail critical business 
workloads over to Windows Azure in emergency situations. There are a 
couple of advantages to having the vendor perform the configuration. First, a 
Microsoft partner typically has access to resources that a typical Microsoft 
customer does not have access to. This means that your vendor may be able 
to call on experts within Microsoft to ensure that your failover environment is 
configured correctly. 

http://searchstorage.techtarget.com/definition/failover
http://searchdisasterrecovery.techtarget.com/tip/Disaster-recovery-site-requirements-Building-your-own-DR-site
http://searchcloudcomputing.techtarget.com/definition/Windows-Azure
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The other advantage is accountability. If you have a signed contract from a 
vendor that guarantees a specific SLA for critical business processes then 
you may be entitled to compensation in the event that the SLA is not met 
(depending on the terms of the contract). 

Even though this article used Microsoft partners as an example, the same 
principle can easily be applied to just about any technology provider. For 
example, you may be able to capitalize on a vendor's Cisco or VMware 
expertise in an effort to ensure business continuity. 

Integrate mobile communications technology into BC/DR 
activities 

Mobile communications today encompasses a broad range of wireless 
technology, systems, networks and devices. For the purposes of this article, 
we'll focus on cell phones, smartphones, two-way radios and satellite 
phones, each of which can play an important role in your business continuity 
and disaster recovery (BC/DR) activities. In this article, we'll suggest steps to 
take for building mobile communications into your BC/DR plans. After that, 
we'll offer some tips for optimizing your use of mobile communications. 

Five steps to take for adding mobile communications to your plans 

1. Examine the various types of mobile devices and systems available in the 
market, and how they can be used in emergency situations. 

2. Conduct an inventory of employee mobile devices (this can be part of 
compiling an emergency contact list and phone tree). 

3. Based on how you plan to respond to specific emergency situations, 
decide how you will use mobile communications in an emergency, e.g., 
general communications, emergency message delivery, communications 
with first responders, communications with staff and clients. 

4. Add steps to your BC/DR and emergency plans that describe the 
circumstances for the use of mobile communications devices. 

5. Compile lists of all mobile device numbers (and device types and service 
providers) for employees and members of your emergency response teams 
in your BC/DR plans, and keep those lists up to date. 

 

 

http://searchitchannel.techtarget.com/definition/service-level-agreement
http://searchmobilecomputing.techtarget.com/definition/smartphone
http://searchstorage.techtarget.com/definition/business-continuance
http://searchenterprisewan.techtarget.com/definition/disaster-recovery-plan
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Optimizing the use of mobile communications technology 

-- When conducting exercises, use mobile communications devices and 
systems as if a real situation existed, thus ensuring your teams will be 
comfortable using them. 

-- Encourage your emergency teams to use camera and video functions in 
their smartphones. Assign certain members of your teams to take pictures, in 
addition to their other duties. Establish a formal list of picture types, e.g., 
actual rescues, first-responder activities and employee evacuations. Use 
these images for post-event review and analysis. 

-- If you use an automated emergency notification system, be sure that all 
mobile numbers are included and are up-to-date. When testing the system, 
contact as many mobile numbers as possible. 

-- If you use an emergency notification system, be sure it can send voice and 
text messages simultaneously, thus increasing the likelihood of reaching your 
staff and emergency teams. 

-- If you use two-way radios, have sufficient chargers to keep phones 
powered and available for use; know the operational range of contact for 
these devices; and have additional radios available (or access to an 
alternative source), in case they are needed. 

-- If possible, obtain mobile phone numbers for key first-responders, such as 
police sergeants, lieutenants and captains; fire department captains and 
chiefs; and emergency medical team leaders. Include these in your BC/DR 
plans. 

-- Obtain a mobile communications service from at least two providers. Do 
not have all mobile devices served by a single provider. Keep a list of user 
names and numbers, the type of device used, and the service provider. 

-- When considering using a satellite phone, be sure there is a real need for 
such a service, as it can be very expensive. Ensure chargers are available to 
keep the phone ready. Periodically test the service to make sure it works, 
and consider getting a service from more than one supplier. 

-- If you use a managed BC/DR service from a third party, find out whether 
the vendor offers a free app that your staff can use on their smartphones to 
access BC/DR plans and other emergency services. 
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-- Contact your mobile service providers and find out what emergency 
service options they have available to increase your ability to communicate in 
an emergency. 

-- Create an inventory of spare mobile phones and smartphones that can be 
quickly activated in an emergency. Ensure that they are served by different 
service providers. 

-- On the remote chance that a mobile device might be damaged or lost or 
stolen during an emergency, consider locating backup mobile devices at 
home, in personal cars or other accessible locations. 

-- Create an inventory of power adapter cords (compatible with 110-volt 
electrical outlets and 12-volt car outlets) and batteries. 

-- If possible, standardize on the type of mobile phones and smartphones 
being used, as this will make replacement easier. 

-- Consider issuing company mobile phones and smartphones to supplement 
personal mobile devices. 

-- Establish policies and procedures for using social media via smartphones. 
This strategy may be an important part of your BC/DR plans. 

-- Establish policies and procedures for using mobile phones and 
smartphones in an emergency. Ensure that they are communicated to all 
employees. 

Advances in mobile communications technology will make these devices an 
even more valuable part of your BC/DR plans and your emergency and 
incident response activities. Emphasize the safe use of these devices -- e.g., 
they shouldn't used while driving -- and integrate them into all aspects of your 
BC/DR programs. 

Defining BC/DR strategies and responses 

The process of defining business continuity and disaster recovery strategies 
and responses helps you determine how you will respond if a potentially 
disruptive incident occurs. In a normal sequence of BC/DR planning 
activities, strategy and response definition occurs after the business impact 
analysis and risk assessment phases, and precedes the BC/DR plan 
development phase. 

http://searchstorage.techtarget.com/definition/business-continuance
http://searchdisasterrecovery.techtarget.com/tutorial/IT-disaster-recovery-DR-planning-A-guide-on-developing-and-refining-your-DR-plan
http://searchdisasterrecovery.techtarget.com/tutorial/IT-disaster-recovery-DR-planning-A-guide-on-developing-and-refining-your-DR-plan
http://searchstorage.techtarget.com/definition/business-impact-analysis
http://searchstorage.techtarget.com/definition/business-impact-analysis
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
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The following graphic depicts the process flow for this activity. In this tip, we 
offer examples of typical strategies and responses and then demonstrate 
how you can translate a strategy into specific action steps (responses). 

 
BC/DR strategy and response process 

Results from the business impact analysis (BIA) help you focus your efforts 
on the business processes and systems that have the greatest potential to 
damage your business if they are disrupted or destroyed. Results from the 
risk assessment help you identify situation(s) that have the greatest 
likelihood of occurring and impacting your organization. Determining BC/DR 
strategies and responses is the process for defining the actions you will take 
if specific events occur. Results of this step are used in the BC/DR plan 
development process. 

Examples of strategies 

Depending on the type of plan(s) you are preparing, your strategies may be 
similar or totally different. Table 1 examines strategies for both BC and DR 
plans. 

Table 1 ï Examples of BC/DR strategies 

Strategy types Comments 

Business continuity strategies   

http://cdn.ttgtmedia.com/rms/onlineImages/sdr_bc-drstrat_2013_01.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/sdr_bc-drstrat_2013_01.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/sdr_bc-drstrat_2013_01.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/sdr_bc-drstrat_2013_01.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/sdr_bc-drstrat_2013_01.jpg
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Strategy types Comments 

1. Evacuate existing building 
and relocate to a pre-
arranged alternate work 
area  

Assumes the alternate site is ready 
for occupancy, or can be made 
ready quickly, based on recovery 
time objectives; ensure that 
transportation is available 

2. Work from home  Ensure that staff have broadband 
and Internet access at home; 
ensure there are sufficient network 
access points to accommodate the 
increase in usage 

3. Move selected staff to a hot 
site  

Assumes a hot site program is in 
place and there is space available 
at the site for staff 

4. Move alternate staff into 
leadership roles in the 
absence of key leaders; 
ensure they have been 
cross-trained  

Succession planning is a key 
strategy in business continuity; it 
ensures that loss of a senior 
manager or someone with special 
expertise can be replaced with 
minimal disruption to the business 

5. Move staff into local or 
nearby hotels and set up 
temporary work space  

Make sure this kind of arrangement 
is set up with hotels in advance, 
especially in case of an incident 
that disrupts many other 
businesses in the same area 

6. Relocate staff to another 
company office  

Organizations with multiple offices 
that have access to the company 
network as well as work space can 
be leveraged to temporarily house 
employees 

http://searchdisasterrecovery.techtarget.com/news/1326294/Hot-site-or-cold-site-How-to-choose-the-best-disaster-recovery-strategy
http://searchdisasterrecovery.techtarget.com/news/1326294/Hot-site-or-cold-site-How-to-choose-the-best-disaster-recovery-strategy


 

Page 11 of 93  

  

¶ Contents 

¶ Good planning and 

management are key for 

business continuity and 

disaster recovery success 

 

¶ Recent storage and server 
developments ease BC/DR 
planning 
 

¶ Network disaster recovery 
planning and building 
resilient networks 
 

¶ Security an important part 
of BC/DR planning 
 

¶ BC/DR planning 
considerations for facilities 

 

Disaster recovery strategies   

1. Activate backup and 
recovery facilities in 
secondary company data 
center; transfer production 
to that site  

Assumes the secondary data center 
has sufficient resources, e.g., 
storage capacity, server hardware, 
to accommodate additional 
processing requirements 

2. Activate recovery 
resources in a cloud-based 
service; fail over critical 
systems to that site and 
resume operations  

Ensure that your contract for this 
service has the ability to "flex" as 
your needs dictate; ensure that 
security of your data can be 
maintained 

3. Activate backup systems 
and data at a hot site; 
transfer operations to that 
site  

Be sure you know what resources 
you have available at the hot site, 
what the declaration rules and fees 
are, and what your options are if 
multiple declarations are occurring 
at the same time 

4. Replace damaged 
equipment with spare 
components  

As much as possible, have 
available spare systems, circuit 
boards and power supplies; backup 
disks with system software; and 
hard and soft copies of critical 
documentation 

5. Recover virtual machines 
at an alternate site; 
assumes VMs have been 
updated to be current with 
production VMs  

Create VM clones at an alternate 
site, keep them updated, and if 
needed they can quickly become 
production VMs 

http://searchstorage.techtarget.com/definition/failover
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Disaster recovery strategies   

6. Activate alternate network 
routes and re-route data 
and voice traffic away from 
the failed network service  

Ensure network infrastructures have 
diverse routing of local access 
channels, as well as diverse routing 
of high-capacity circuits 

Turning strategies into responses 

Strategy definition is a critical part of the BC/DR process, because your 
strategies are implemented in your BC/DR plans. Whatever strategy(ies) you 
select, each is turned into a logical series of detailed actions (responses) that 
help you achieve your goal: recovery and resumption of your business. 

Let's examine how this might work. Suppose we decide that in response to a 
specific incident, e.g., a severe winter storm that makes it impossible to get 
into work, your strategy is to have staff work from home. Table 2 provides a 
suggested series of response steps to take to make this happen. 

Table 2 ï Translating BC strategies into responses 

Strategy and BC plan response steps 

Work from home in response to severe winter storm 

1. Monitor weather reports regarding impending severe winter storm  
2. Monitor the status of public transportation systems and highway 

conditions  
3. Emergency response team conducts periodic conference calls to 

determine whether conditions are such that the staff should remain 
home  

4. Prepare message to be delivered to all staff that they should work 
from home and call in to their supervisors as soon as possible  

5. Assuming conditions are getting worse and travel will be risky, 
emergency response team decides that staff should work from home  

6. Emergency response team contacts IT staff to contract network 

http://searchdisasterrecovery.techtarget.com/feature/IT-disaster-recovery-DR-plan-template-A-free-download-and-guide


 

Page 13 of 93  

  

¶ Contents 

¶ Good planning and 

management are key for 

business continuity and 

disaster recovery success 

 

¶ Recent storage and server 
developments ease BC/DR 
planning 
 

¶ Network disaster recovery 
planning and building 
resilient networks 
 

¶ Security an important part 
of BC/DR planning 
 

¶ BC/DR planning 
considerations for facilities 

 

Strategy and BC plan response steps 

service provider(s) and ensure that there are sufficient resources 
available for staff to work from home and remotely access the 
company's internal networks  

7. Assuming resources are available (or can be made available 
quickly), emergency response team decides to order staff to work 
from home  

8. Emergency response team initiates broadcast message to all staff 
advising them to work from home and to contact their supervisors  

9. Emergency response team contacts local radio and television 
stations to broadcast the stay-at-home message  

10. Emergency response teams post a similar message on selected 
social websites, such as Facebook and Twitter  

11. Emergency response teams monitor progress of the storm and send 
regular messages to all staff as well as other key organizations of the 
situation  

When defining BC/DR strategies, be sure that your strategies are designed 
to address the business and operational issues and the risks and threats you 
identified in your BIAs and RAs, respectively. When you exercise your plans, 
be sure to confirm that they validate your strategies and responses. And 
when conducting annual or semi-annual reviews and updates to your plans, 
be sure to re-confirm that your strategies and responses are still appropriate 
for the business and operational risks you previously identified. 

Optimizing document management systems for business 
continuity 

If you are responsible for managing a business continuity management 
system, you will need to establish a process for managing a lot of information 
-- in the form of documents and other electronic records -- as part of your 
BCMS activities. 

These will probably be among the documents that you will find need to be 
included in your document management systems: 

 

 

http://searchdisasterrecovery.techtarget.com/tip/Building-a-business-continuity-management-system
http://searchdisasterrecovery.techtarget.com/tip/Building-a-business-continuity-management-system
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Administrative documents 

Project plans, reports to management, requests for proposals (RFPs), 
service-level agreements (SLAs), vendor contracts, maintenance contracts, 
emails and other messages. 

Plan documents 

Business continuity plans, disaster recovery plans, emergency management 
plans, incident response plans, exercise plans and specialized plans. 

Business continuity reports 

Business impact analysis reports, risk analysis reports, assessments and 
gap analysis reports, internal and external audit reports, supply chain 
analysis reports, vendor assessment reports, post-exercise reports and post-
event after-action reports. 

Team documents 

Emergency response team rosters, incident response team rosters, BC/DR 
team rosters, first-responder rosters and lists of authorized system users. 

Specialized documents 

Awareness materials, training program materials, network diagrams, data 
center diagrams, alternate office location details and work area recovery site 
details.  

Standards and regulations 

Domestic and global standards, federal and state regulations, industry (e.g., 
banking) regulations, pecialized regulations (e.g., Health Insurance 
Portability and Accountability Act, Occupational Health and Safety Act), and 
Section 7.5, Documented Information, of the global business continuity 
standard ISO 22301:2012, Societal Security -- Business Continuity 
Management Systems -- Requirements, provides a useful foundation for 
establishing the procedures and controls for a document management 
system. In addition, both the companion document to ISO 22301, ISO 
22313:2012, and the Business Continuity Institute's Good Practice 
Guidelines (2013 edition), provide guidance on document management 
systems. 

 

http://searchitchannel.techtarget.com/definition/request-for-proposal
http://searchitchannel.techtarget.com/definition/service-level-agreement
http://searchdisasterrecovery.techtarget.com/feature/Using-a-business-continuity-plan-template-A-free-business-continuity-template-and-guide
http://searchenterprisewan.techtarget.com/definition/disaster-recovery-plan
http://searchdisasterrecovery.techtarget.com/definition/emergency-management-plan
http://searchdisasterrecovery.techtarget.com/definition/emergency-management-plan
http://searchdisasterrecovery.techtarget.com/Free-incident-response-plan-template-for-disaster-recovery-planners
http://searchstorage.techtarget.com/definition/business-impact-analysis
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Tips for document management systems 

Secure storage and ease of retrieval are two key criteria in effective 
document management systems. Such systems can be far reaching, often 
including primary storage systems, backup systems, desktop systems, 
laptops, collaboration systems (e.g., SharePoint), cloud-based storage 
systems, remote data centers and others. 

Be sure that access control of your document management systems is 
limited to those with a need to know; unauthorized access may result in 
stolen or damaged files and information. 

Hard-copy documents (e.g., system contracts, SLAs, warranties and 
maintenance agreements) may be scanned into a PDF format for storage. 
Ensure that document originals are stored in secure, environmentally safe 
and fireproof locations. 

Store primary copies of relevant files on-site for ease of access, and ensure 
they are also backed up to an off-site location that is secure. 

Document management systems should include a document management 
policy that specifies which files and documents must be stored, how they are 
to be stored, where they can be stored, how and when they are updated, and 
when backups must occur., The policy should also specify access rules for 
document retrieval, version control rules, document approvals, document 
distribution, archival time frames, and rules for file or document destruction. 

Include document management controls as part of BCMS audit activities. 
Review document management procedures at least annually, and update 
them when appropriate. 

Include procedures in BC/DR plans to access and retrieve documents during 
an actual disaster, especially one that requires relocation to an alternate 
office, alternate work area, DR hot site, local hotel or other venue. Establish 
a priority list of critical documents (e.g., BC/DR plans, emergency contact 
lists, incident response plans) that you must have so you can effectively 
manage response and recovery efforts. 

If you use an emergency toolkit to provide you with the resources you'll need 
for a disaster, be sure to include copies of all relevant documents in the 
toolkit, including hard copies of key documents, as well as thumb drives or 
other convenient storage devices. 

When planning a BC/DR exercise, consider adding a document retrieval 
component to the exercise script. This will ensure that you and your 

http://searchcompliance.techtarget.com/tip/The-keys-to-a-compliance-ready-records-retention-schedule
http://searchcompliance.techtarget.com/tip/The-keys-to-a-compliance-ready-records-retention-schedule
http://searchdisasterrecovery.techtarget.com/tip/Business-continuity-plan-auditing-best-practices
http://searchdisasterrecovery.techtarget.com/feature/IT-disaster-recovery-DR-plan-template-A-free-download-and-guide
http://searchdisasterrecovery.techtarget.com/tip/Developing-business-scenarios-for-BC-DR-exercise-planning
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emergency teams can quickly locate the information you need to manage a 
BC activity (e.g., relocating to another office) or facilitate the recovery of a 
critical IT system at a backup location. 

Your document management systems should also include a document-
naming convention (specify this in the policy) to simplify the process of 
locating and retrieving documents. 

Check out ARMA International's Generally Accepted Recordkeeping 
Principles to identify additional ways to manage your documents. ARMA has 
also developed the Maturity Model for Information Governance, which 
specifies five levels of excellence in records management. 

If you store documents in a cloud-based storage solution, ensure that the 
firm's security provisions are strong enough so that your information cannot 
be viewed or stolen. 

Integrating business continuity management system into 
an organization 

Business continuity programs are successful, in large part, because they are 
accepted and adopted by their organizations. Conversely, business 
continuity programs fail because the organization -- at all levels -- does not 
adopt and incorporate business continuity as part of its ongoing business 
processes and methods. 

Thus, it becomes essential that your business continuity management 
system (BCMS) be accepted by your organization and its policies and 
procedures embedded into the firm's daily operations. 

The Business Continuity Institute's Good Practice Guidelines (2013 edition) 
define embedding business continuity into the business as "the professional 
practice that continually seeks to integrate business continuity into day-to-
day business activities and organizational culture." 

Activities that integrate business continuity into an organization 

Before attempting to integrate a business continuity management system into 
your organization, take a careful reading of your current corporate culture, 
getting a sense of how it operates. Compare the current level of business 
continuity awareness in your organization with what would be an ideal 
situation, and identify the gaps, if any. If possible, assess the level of senior 
management's awareness of business continuity, as it will take commitment 
and support at that level to help your BCMS assimilate into the organization. 

http://www.arma.org/r2/generally-accepted-br-recordkeeping-principles
http://www.arma.org/r2/generally-accepted-br-recordkeeping-principles
http://searchstorage.techtarget.com/definition/business-continuance
http://searchdisasterrecovery.techtarget.com/tip/Building-a-business-continuity-management-system
http://searchdisasterrecovery.techtarget.com/tip/Building-a-business-continuity-management-system
http://searchdisasterrecovery.techtarget.com/tip/Terrorism-and-counterterrorism-awareness-for-business-continuity-planners
http://searchdisasterrecovery.techtarget.com/tip/Terrorism-and-counterterrorism-awareness-for-business-continuity-planners
http://searchdisasterrecovery.techtarget.com/answer/Securing-senior-management-approval-for-a-business-continuity-program
http://searchdisasterrecovery.techtarget.com/answer/Securing-senior-management-approval-for-a-business-continuity-program
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Next, assuming the gap between the current level of awareness and your 
BCMS goals is not too wide, you can develop a program or campaign to 
create or increase awareness of business continuity across the organization; 
develop the knowledge, skills and commitment needed for a successful 
BCMS; and then establish an ongoing process to measure the effectiveness 
of your campaign in achieving your goals for integrating the system into the 
organization's culture. 

Specific activities that help integrate business continuity into an organization 
include the following: 

¶ Regular communications to all employees about the business 
continuity management system  

¶ An internal website describing the BCMS and its activities and 
benefits to the firm  

¶ Group meetings that describe specific BCMS activities  

¶ Briefings to senior management on BCMS activities  

¶ Training on business continuity activities for new employees  

¶ Remedial training of business continuity activities for existing 
employees  

¶ Outreach activities to departments demonstrating how business 
continuity can add value to their activities  

Fundamentally, a BCMS is more likely to be accepted by the company as a 
whole if senior management -- a senior-level champion and sponsor is ideal -
- approves, endorses and encourages its deployment. That single 
achievement usually means the program has a chance at succeeding. And, 
of course, that endorsement alone is not enough: The program must sustain 
itself, grow and continually improve. 

Establishing a business continuity policy is another important way to 
encourage acceptance, for example, by stating that the policy is to be 
followed by all employees. When the policy is disseminated, be sure that it 
has been approved and that senior management has visibly signed off on it. 

Here are more suggestions for encouraging employee acceptance of a 
BCMS: 

¶ Build training programs that ensure that individuals and teams have 
the required skills for specific business continuity management 
program activities, including incident response teams, performing a 
business impact analysis, conducting damage assessments and 
leading an emergency team.  

¶ In coordination with the public affairs department, organize and 
facilitate media training for designated company spokespersons.  

http://searchdisasterrecovery.techtarget.com/tip/Metrics-for-measuring-business-continuity-performance
http://searchsmbstorage.techtarget.com/Free-business-continuity-policy-template-for-SMBs


 

Page 18 of 93  

  

¶ Contents 

¶ Good planning and 

management are key for 

business continuity and 

disaster recovery success 

 

¶ Recent storage and server 
developments ease BC/DR 
planning 
 

¶ Network disaster recovery 
planning and building 
resilient networks 
 

¶ Security an important part 
of BC/DR planning 
 

¶ BC/DR planning 
considerations for facilities 

 

¶ Reinforce business continuity knowledge through internally 
developed forums, issuing of diplomas for program completion, 
online learning or conferences.  

¶ Establish activities that reinforce the importance of business 
continuity maintenance to the organization's business processes. 
The goal is to have these activities performed as a normal part of the 
business.  

¶ Invite the company to participate in a Business Continuity Awareness 
Week, and hold it at the same time every year. During the week, 
make available a multitude of educational, informative and fun 
activities. It's a good way to increase awareness of business 
continuity within your organization.  

Changing attitudes toward business continuity is essential for acceptance. In 
an ideal world, employees understand and willingly find ways to integrate 
business continuity and related activities into their daily activities. One 
effective way to do is to optimize the "message" to the audiences, which can 
usually be organized by job level: 

¶ Senior management: Focus on the business and the firm's strategic 
and financial objectives, and how business continuity can help 
achieve the firm's goals.  

¶ Middle management: Focus on how a business continuity program 
can impact an individual's performance evaluation (e.g., by 
participating in response and recovery planning efforts), and show 
that their peace of mind can be increased because disruptions can 
be effectively managed.  

¶ Sales and marketing: Describe how a business continuity activity 
can increase market opportunities by demonstrating the value of 
resilience and recoverability to customers.  

¶ Operations: Explain how a business continuity program can 
increase confidence that disruptions can be addressed proactively, 
thus minimizing potential downtime.  

¶ All staff: Present the business continuity management system as a 
way to protect their safety and well-being, as well as their jobs.  

Measuring program effectiveness 

What are the signs that your BCMS is part of your company culture? 
Certainly, continued senior management support and endorsement is a good 
start. Another sign is the company's acceptance of and participation in 
various business continuity activities, such as risk assessments, business 
impact analyses and exercises. The inclusion of business continuity and 
disaster recovery issues in systems planning and design, operations 
management, and other critical business activities is a significant indicator of 

http://searchcio.techtarget.com/definition/business-continuity-management-BCM
http://searchcio.techtarget.com/definition/business-continuity-management-BCM
http://searchdisasterrecovery.techtarget.com/video/Time-to-data-measures-success-in-your-business-continuity-program
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acceptance. Results of management reviews, audits and other assessments 
can help identify how well the BCMS has been assimilated into the company. 

Consider off-the-scale scenarios in your BC/DR exercise 
planning 

When planning a disaster scenario, it may also be worth examining what we 
call "off-the-scale" situations. These particular scenarios, which should be 
part of your business continuity/disaster recovery (BC/DR) exercise planning 
process, are based on events that may rarely or never occur, simply because 
the odds against them are so great. 

When we think about the most unlikely events, we recall that nobody ever 
thought an airplane could fly into the World Trade Center (or any tall 
building). This possibility was considered in the original WTC design back in 
the late 1960s, but things had changed dramatically almost 40 years after the 
towers were completed. 

Other-worldly events, such as an alien attack, are unlikely, but close 
encounters with meteors, comets and asteroids are quite a different thing. 
The frequency of such events occurring is astronomically large, but can we 
really ignore them in our BC/DR program? 

Consider Yosemite National Park. Its huge volcano hasn't erupted in several 
hundred thousand years. Some experts believe a major eruption is long 
overdue. Would that make a realistic scenario? In our BC/DR exercise 
planning does it make sense to consider a massive earthquake in the 
western U.S. that threatens to create a huge new island off the California 
coast? And if a huge earthquake were to hit the eastern U.S., the destruction 
would probably be worse than anyone could imagine. 

If you decide to go all out and build a "super scenario," do plenty of research 
so you can design BC/DR exercise planning situations that have a basis in 
both reality and experience. 

Scenario Description Why Use It 

Jet engine falls off the 
wing of a commercial 
airliner, crashing into a 
building and injuring 
dozens of people 

These situations 
occasionally appear in 
the news, and could be 
the result of faulty 
aircraft maintenance or 
a catastrophic 
equipment failure 

If your organization is 
located near an airport 
or along or near 
commercial aircraft flight 
paths, this may be a 
useful scenario 

http://searchdisasterrecovery.techtarget.com/feature/What-is-business-continuity-Learn-these-DR-terms
http://searchdisasterrecovery.techtarget.com/tip/Tailoring-a-disaster-recovery-program-to-your-organizations-needs
http://searchdisasterrecovery.techtarget.com/tip/Using-a-tabletop-exercise-for-disaster-recovery-planning
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Yellowstone National 
Park's volcano erupts 
with a major discharge 
of dust and gas 
(fortunately, not the "big 
one"), causing a huge 
cloud to cross the nation 
and circle the earth, 
resulting in months of 
atmospheric 
disturbances and global 
cooling 

Yellowstone's volcanic 
history and the size of 
its caldera mean that 
an eruption of any size 
cannot be completely 
ignored 

The last major eruption 
of Yellowstone's volcano 
was tens of thousands 
of years ago; some 
volcanologists feel 
another major eruption 
is long overdue 

A series of underwater 
volcanic eruptions in the 
Antarctic region causes 
significant melting of ice 
and an unusually rapid 
rise in the global water 
level, resulting in 
massive flooding and 
destruction 

With at least two active 
volcanoes and over 30 
mostly extinct 
volcanoes, Antarctica 
has the potential to 
become a major global 
threat if its active and 
extinct volcanoes erupt 
and cause melting of 
Antarctic ice sheets 

Since most of the 
world's ice is located in 
Antarctica, concerns 
about any kind of 
warming in that region 
acknowledge the 
potential for melting ice 
to cause global sea 
levels to rise 

Greater than usual 
sunspot activity, plus a 
series of huge, never-
before-seen solar flares 
disrupt electronic 
equipment worldwide, 
resulting in massive 
communications 
outages 

While sunspots are a 
normal occurrence on 
the sun, about every 
11 years there is an 
increase in sunspot 
activity, which can 
affect the performance 
of radio equipment 

Unusually large solar 
flares could release 
huge amounts of energy 
across the entire 
electromagnetic 
spectrum, potentially 
disrupting radio 
communications 
worldwide 

 

A business impact analysis checklist: 10 common BIA 
mistakes 

A business impact analysis (BIA) is central to the development of business 
continuity (BC) and disaster recovery (DR) plans. A BIA is a statement of 
requirements for recoverability, a hierarchy of priorities, and the value 
proposition to support senior management's investments in data backups, 
alternate facilities, duplicate equipment and other resources. It demonstrates 
an organization's vulnerabilities, and what needs to be done before a 

http://searchstorage.techtarget.com/definition/business-impact-analysis
http://searchdisasterrecovery.techtarget.com/tip/Top-five-free-disaster-recovery-plan-templates
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disaster to meet the needs of the business and what can be deferred until a 
disaster occurs. 

Unfortunately, many people performing BIAs make mistakes. I know from 
experience; I've conducted more than 100 BIAs and I've made every mistake 
in the book. So I have compiled the top 10 things you should be aware of and 
avoid when conducting your business impact analysis. 

The top 10 mistakes: A business impact analysis checklist 

1. Considering the impact of interrupted applications, not 
business functions: The driver of a business impact analysis is the 
business. The first question that needs to be addressed is what the 
impact would be on the entire organization if a business function 
could not be performed. The second question that should be 
addressed is which applications that function relies on.  

2. Considering applications in isolation: While business users may 
know which applications they rely on, they do not often know which 
other applications or infrastructure those applications rely on. When 
determining the relative importance of applications, the analyst 
needs to understand the totality of the IT environment: servers, 
storage, network, infrastructure and the portfolio of applications as a 
whole.  

3. Paying too little attention to financial impact: You shouldn't ask 
yourself, "If application X couldn't run, how much money would be 
lost?" It raises too many other questions such as: Could losses be 
made up when the system is recovered? Would an outage lose 
customers as well as sales? How much loss is attributable to a 
specific application? When performing a BIA, financial information is 
often collected and then isn't used when determining recovery 
requirements because it's too complicated. You should consider the 
P&L impact of an extended outage, as well as the capital and 
operating costs of reconstruction.  

4. Paying too much attention to financial impact: There are impacts 
other than financial loss that may be more important to senior 
management. The effect on reputation and customer retention may 
weigh more heavily on their minds. Moreover, many business 
managers don't fully understand how their function fits into their 
company's business model. So they attribute the totality of financial 
risk to their own applications rather than considering the entire 
business.  

5. Failing to distinguish enterprise applications: Some applications 
are more important than others because they serve the enterprise as 
a whole. Therefore, there is no one business manager who can state 
the overall importance of those applications. However, an application 
that serves a single business function, or that serves many functions 
in different ways may not be as readily noticed. There are some 

http://searchdisasterrecovery.techtarget.com/tip/Five-steps-to-a-business-impact-analysis-in-disaster-recovery-planning-BIA-101
http://searchdisasterrecovery.techtarget.com/answer/The-difference-between-a-BIA-and-a-risk-analysis-process
http://searchdisasterrecovery.techtarget.com/answer/Debating-quantitative-impact-vs-qualitative-impact
http://searchdatacenter.techtarget.in/tip/Downloadable-business-impact-analysis-BIA-template-for-effective-business-continuity
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applications such as enterprise resource planning (ERP) and 
customer relationship management (CRM) systems whose impact is 
self-evident. But there are others (e.g., legal support, document 
management) that may go relatively unnoticed.  

6. Failing to recognize data center applications: Some applications 
do not have business users. These applications include the 
operating systems, database management systems and data center 
tools that enable business applications. It is easy to say that all of the 
infrastructure must be recovered before all applications, but should 
the operating system on an obscure server that performs analysis 
really be recovered before the credit, trading or inventory systems?  

7. Confusing a risk assessment with a business impact analysis: A 
risk assessment determines what could cause an outage; a business 
impact analysis shows the effects if one did occur. There have been 
too many unlikely events that have occurred in the recent years to 
confuse these terms. The issue lies in the resulting consequences of 
interruptions of varying durations, regardless of the causation.  

8. Confusing risk acceptance with a business impact analysis: If a 
business manager is willing to take the risk of an application's 
unavailability, that does not mean it's not necessary to determine the 
impact. Often, managers won't want to spend time on the BIA 
process, so they'll take the easy way out. However, this is a risky 
approach, and many managers don't realize the big risk they're 
taking. It is one thing for managers to accept the risk to their own 
applications, but it is quite another to put the entire company at risk.  

9. Pre-determining BIA results: Sometimes the result of an analysis 
seems obvious to business managers, so they automatically assume 
the answer without going through the BIA process. Assumptions may 
yield correct results 80% of the time, but that means they're incorrect 
20% of the time. In other words, one out of every five business 
functions or applications is inaccurately analyzed. The impact may 
only become apparent when a disaster strikes, and by then it is too 
late.  

10. Backing into a BIA result: A business manager may choose to 
understate the financial, operational or reputational impacts of his or 
her applications being unavailable because of the perceived cost of 
recoverability. Of all the 10 mistakes listed here, this is the most 
insidious because it intentionally undermines the overall statement of 
recovery needs that a BIA is intended to produce. It is 
understandable that managers may be more concerned about 
budget today than an incident that may (or may not) occur in the 
future, but they are placing a potentially intolerable burden of risk on 
the enterprise.  

 

 

http://searchsap.techtarget.com/definition/ERP
http://searchcrm.techtarget.com/definition/CRM
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
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Getting your business impact analysis right 

Overall, you should perform BIAs with an open mind and follow the facts 
wherever they may lead. Existing preconceptions may be shattered, but if 
preconceptions were reliable there would be no need for a business impact 
analysis checklist at all. In far too many organizations, the so-called business 
impact analysis for information systems is performed in a quick meeting 
between a few IT managers. 

An IT disaster recovery plan is a subset of a business continuity plan and the 
criticality of an application is dependent on the criticality of the business 
function(s) that rely on it. The business functions of any organization are 
complex and interdependent. In large companies, they may be so interwoven 
that understanding the relative impact of one versus another is a herculean 
labor. But it is a worthwhile effort, not only so that senior management can 
invest in recoverability but also for the insights it gives them into the 
complexities of the companies they manage. 

How the risk analysis process and conducting a BIA differ 

How is conducting a BIA different from a risk analysis process? 

The business impact analysis (BIA) and risk assessment are usually 
separate processes but they must be executed concurrently or in parallel. 
The reasoning is that evaluating impact to the business without assessing 
the risk does not provide the full picture. We can think of impact as a 
constant; if the outage of a critical system has a high impact (financial or 
otherwise) on a business, no matter what we do, the impact of the actual 
outage remains high. We cannot change the impact; we can only try to 
prevent the outage. 

The risk analysis process is the evaluation of threats, vulnerabilities and 
probability of occurrence. For example, a threat could be a company 
operating in an area with unreliable power with at least one failure lasting 
more than three or four hours per year on average (probability of occurrence) 
and the vulnerability is the absence of a backup power generator or 
uninterruptible power supply. 

The resulting impact is the outage of an IT system identified as critical during 
the BIA. Risk also has constants in this context; the threat of a lengthy power 
failure and its annual occurrence will remain. The only variable is the 
vulnerability, which can be addressed with the installation of a generator. The 
threat and probability have not changed and the outage of the critical system 
would have the same impact, but the risk is mitigated by eliminating the 
vulnerability. 

http://searchdisasterrecovery.techtarget.com/feature/Using-a-business-impact-analysis-BIA-template-A-free-BIA-template-and-guide
http://searchdisasterrecovery.techtarget.com/feature/Using-a-business-impact-analysis-BIA-template-A-free-BIA-template-and-guide
http://searchdisasterrecovery.techtarget.com/feature/%20http:/searchdisasterrecovery.techtarget.com/generic/0,295582,sid190_gci1370683,00.html
http://searchstorage.techtarget.com/definition/business-impact-analysis
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
http://searchdisasterrecovery.techtarget.com/answer/Why-you-need-a-business-impact-analysis-questionnaire
http://searchmidmarketsecurity.techtarget.com/definition/risk-analysis
http://searchdatacenter.techtarget.com/definition/uninterruptible-power-supply
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RECENT STORAGE AND SERVER DEVELOPMENTS EASE 
BC/DR PLANNING 

Enterprise operations can grind to a halt without access to data, so it is 
important to have a strategy in place that allows you to get back up and 
running quickly following an outage. Advancements in server and storage 
technologies have streamlined business continuity and disaster recovery in 
recent years. Learn more about backup, snapshot, replication and how 
server virtualization can ease BC/DR by reading the articles in this section. 

Designing a redundant backup solution 

Backups serve as the last line of defense for recovering from the catastrophic 
loss of irreplaceable data. All too often, however, unforeseen problems with 
backups can make data recovery impossible. Given the critical nature of your 
backups, it is important to make sure that the backups are reliable. One way 
to improve backup reliability is to integrate redundancy into your backup 
solution wherever possible so as to eliminate any potential single points of 
failure within your backup infrastructure. 

When it comes to designing a redundant backup solution, there are three 
main areas that you need to focus on. These include minimizing the chances 
that you will have to perform a restoration, implementing redundant backup 
servers and using redundant backup media. 

Avoiding a restoration 

When possible, restoring data from backup should be avoided. The 
restoration process can be disruptive and often results in the loss of any data 
that has accumulated since the creation of the recovery point. 

The best way to minimize your odds of having to restore data is to use 
redundant servers and redundant storage on your production network. For 
instance, the Windows Distributed File System (DFS) can be used to 
replicate file data to replica servers so that the data remains intact and 
accessible even if a file server or its storage array were to fail. 

Although using redundant servers and redundant storage can protect your 
network against certain types of failures, this type of redundancy is not a 
substitute for backups. Imagine, for instance, that someone made an 
incorrect modification to a file. Assuming that redundant file servers were in 
use, the modified file would be replicated to all of your replica servers. The 
only way to recover the lost data would be to revert to an earlier version of 
the file. 

http://searchstorage.techtarget.com/definition/backup
http://searchdatabackup.techtarget.com/news/2240034166/Data-deduplication-software-solves-remote-backup-problems-for-Loomis
http://searchdatabackup.techtarget.com/news/2240034166/Data-deduplication-software-solves-remote-backup-problems-for-Loomis
http://searchdatabackup.techtarget.com/answer/Remote-backup-solutions
http://searchdatabackup.techtarget.com/tip/Virtual-machine-backup-and-restoration-in-a-Windows-failover-cluster
http://searchwindowsserver.techtarget.com/tutorial/Windows-Distributed-File-System-DFS-Tutorial
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Redundant backup servers 

The next issue that should be considered when planning a redundant backup 
solution is your backup servers. In most cases, the backup server is a critical 
part of the overall backup infrastructure, so you don't want the backup server 
to become a single point of failure. 

The way in which a redundant backup server should be implemented varies 
considerably, based on your backup architecture. In many cases, however, 
you should not attempt to implement parallel backup servers that operate 
independently of one another. Doing so almost always results in backup 
consistency problems. 

If your organization is performing disk-based backups, then the best 
approach is usually to design a two-step backup process. The idea behind 
this technique is that one backup server protects your production servers. 
The second backup server protects the first backup server. That way, if the 
primary backup server were to fail, the secondary backup server can be used 
to rebuild the failed server and the data that it has backed up. 

Redundant backup media 

Another way to protect your backups through redundancy is to use redundant 
backup media. There are many different forms of media redundancy. 

If your organization still uses tape backups, then you can implement 
redundancy by creating two separate copies of each tape. That way, one 
copy can remain on premise where it is easily accessible, while the duplicate 
tape is shipped off-site for safekeeping. 

If you are performing disk-based backups, then there are a few different 
ways to achieve media redundancy. One option is to perform disk-to-disk-to-
tape backups, which copy the contents of your disk-based backups to tape 
for safekeeping. 

Another option is to use mirrored storage for your disk-based backups. This 
allows your backups to be replicated to an identical storage array. It is worth 
noting, however, that this approach does not produce a backup on 
removable media. That being the case, organizations that are considering 
this approach would be wise to consider replicating the backup server's 
contents to the cloud or to a secondary data center rather than depending 
exclusively on hardware-level replication within the local data center. 

 

http://searchdatabackup.techtarget.com/tip/Create-redundant-backups-to-prevent-removable-media-storage-disasters
http://searchdatabackup.techtarget.com/tip/Create-redundant-backups-to-prevent-removable-media-storage-disasters
http://searchdatabackup.techtarget.com/news/1375608/Data-deduplication-tools-move-into-data-backup-infrastructure-but-tape-media-hangs-on
http://searchdatabackup.techtarget.com/resources/Disk-based-backup
http://searchdatabackup.techtarget.com/tip/Data-backup-options-for-remote-sites
http://searchdatabackup.techtarget.com/tip/Data-backup-options-for-remote-sites
http://searchstorage.techtarget.com/definition/disk-to-disk-to-tape
http://searchstorage.techtarget.com/definition/disk-to-disk-to-tape
http://searchstorage.techtarget.com/definition/storage-security
http://searchdatacenter.techtarget.com/answer/Choosing-remote-data-storage-and-hardware-for-data-redundancy
http://searchdisasterrecovery.techtarget.com/tutorial/Data-replication-technologies-and-disaster-recovery-planning-tutorial
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Conclusion 

As you can see, there are a number of ways in which backup redundancy 
can be implemented. It is important to keep in mind, however, that even a 
fully redundant backup solution does not guarantee that data can be 
restored. As such, it is vitally important to test your backups on a regular 
basis to make sure that they are functioning as intended and that your data 
can be restored if necessary. 

Virtual machine backup and restoration in a Windows 
failover cluster 

Backing up virtual servers is normally a relatively simple process. Most any 
backup application that is available today fully supports backing up virtual 
servers. However, one often overlooked aspect of virtual data center 
backups is clustering. 

Clustering is used to make virtual machines fault-tolerant. If a host server 
were to fail, the virtual machine can fail over to another node in the cluster. If 
such a virtual machine were not clustered, then the failure of the host server 
would force the virtual machine offline. 

Unless a backup application is fully cluster-aware, the backup and restoration 
process might not go as expected. This article explains some important 
things to take into account when backing up virtual machines in a Windows 
failover cluster. 

What can go wrong? 

You may wonder what would happen if you were to back up a clustered 
virtual server with a backup application that is not cluster-aware. Every 
backup application is different, but, usually, the backup process will succeed. 
The problem is that, if you ever have to perform a full restoration of a virtual 
machine, then the virtual machine will not be fault-tolerant after the 
restoration completes. In other words, the virtual machine will be fully 
functional, but if the underlying host server were to fail, then the virtual 
machine will not fail over to another cluster node, even though the virtual 
machine is running on a clustered host. 

The method that you would use to make a virtual machine fault-tolerant once 
again depends on your virtualization platform. In a Microsoft environment, 
you would open the Failover Cluster Manager and manually designate the 
virtual machine as a clustered resource. 

http://searchdatabackup.techtarget.com/definition/virtual-server-backup
http://searchservervirtualization.techtarget.com/definition/virtual-machine
http://searchexchange.techtarget.com/definition/cluster
http://searchservervirtualization.techtarget.com/tip/How-a-virtual-server-cluster-brings-high-availability-to-test-and-dev
http://searchservervirtualization.techtarget.com/tip/How-a-virtual-server-cluster-brings-high-availability-to-test-and-dev
http://itknowledgeexchange.techtarget.com/virtualization-pro/masters-guide-to-vmware-fault-tolerance/
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Important clustering considerations 

Obviously, it is important to use cluster-aware backup software, but having 
backup software that directly supports clustering is not enough. Backups of 
virtual machines must adhere to certain criteria set by Microsoft. 

The first of these criteria is that the cluster must be running and must have 
quorum, which means that a majority of the cluster nodes are running and 
can communicate with one another. Under normal circumstances, this 
requirement isn't even an issue. However, it does have implications for 
failure situations. If you are ever in a situation in which multiple cluster nodes 
fail and the cluster loses quorum, then you will not be able to make a cluster-
level backup of your virtual machines until you correct the problem and return 
the cluster to a healthy state. Even during these types of situations, however, 
it might be possible to make off-line backups of your virtual machines. 

Another very important issue to consider when planning your backups is 
cluster storage. Prior to the release of Windows Server 2012, failover 
clusters for virtual machines depended on a cluster shared volume that was 
accessible to all of the nodes in the cluster. In Windows Server 2012, the 
requirement for a cluster shared volume goes away, but Microsoft still 
recommends using a cluster shared volume as a best practice. 

 
Figure A. The cluster shared volume's status is Reserved. 

http://cdn.ttgtmedia.com/rms/onlineImages/virtualization_host_clustering_A.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/virtualization_host_clustering_A.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/virtualization_host_clustering_A.jpg
http://cdn.ttgtmedia.com/rms/onlineImages/virtualization_host_clustering_A.jpg
http://searchdatabackup.techtarget.com/tip/Top-10-things-to-ask-a-vendor-when-buying-backup-software
http://searchwindowsserver.techtarget.com/definition/failover-cluster
http://searchwindowsserver.techtarget.com/definition/failover-cluster
http://searchwindowsserver.techtarget.com/feature/Windows-Server-2012-release-highlights-this-years-top-news-stories
http://cdn.ttgtmedia.com/rms/onlineImages/virtualization_host_clustering_A.jpg
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Assuming that your failover cluster does make use of a cluster shared 
volume, the storage architecture has a direct impact on the backup process. 
Although all of the nodes in the cluster are able to access the shared storage 
device, only one cluster node is able to communicate with the cluster shared 
volume at a time. The active cluster node controls the cluster shared volume. 
This is directly reflected within the Disk Management Console. If the cluster 
node is active, the Disk Management Console will show the cluster shared 
volume as being online. Otherwise, the cluster shared volume will be listed 
as Reserved, as shown in Figure A. 

The reason why the volume's status is so important is simple. Your backup 
software has to be able to communicate with the volume on which the virtual 
machines are stored. If you run a backup against an individual cluster node, 
then only the disks that are online at the time of the backup can be included 
in the backup. 

Restoring a cluster node 

Any virtualization-aware backup application (aside from Windows Server 
Backup) should allow you to restore individual virtual machines. However, 
consider the cluster nodes themselves when making a disaster recovery 
plan. 

For the most part, restoring a cluster node is a fairly straightforward 
experience. The most important thing to know is that each node in the cluster 
maintains a copy of the cluster configuration data. When you perform a 
normal, bare-metal restoration of a failover cluster node, the restoration 
process brings the cluster node back to a functional state. At this point, the 
newly restored cluster node will reach out to the other nodes in the cluster 
and download the cluster configuration from one of those nodes. This brings 
the newly restored node to a current state. 

If, for some reason, the cluster configuration data becomes corrupted, then 
you will have to perform an authoritative restoration. An authoritative 
restoration starts out similarly to a normal restoration in that you begin the 
process by performing a bare-metal restoration of a cluster node. Unlike a 
normal restoration, an authoritative restoration does not attempt to retrieve 
the cluster configuration data from another node in the cluster. Instead, the 
restoration process treats the cluster configuration data on the restored node 
as the most recent copy of the cluster configuration data. This data is then 
propagated to the other nodes in the cluster so that all of the cluster nodes 
use the same cluster configuration data. 

 

 

http://searchdatabackup.techtarget.com/tip/Backing-up-VMs-Traditional-apps-vs-virtual-machine-backup-software
http://searchdisasterrecovery.techtarget.com/feature/IT-disaster-recovery-DR-plan-template-A-free-download-and-guide
http://searchdisasterrecovery.techtarget.com/feature/IT-disaster-recovery-DR-plan-template-A-free-download-and-guide
http://searchstorage.techtarget.com/definition/bare-metal-restore
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Conclusion 

The backup and restoration of virtual machines within a Windows failover 
cluster is fairly straightforward. Even so, you do have to make sure that your 
backup software is cluster-aware and that backups are being run against the 
active cluster node. Also, make sure that your backup strategy includes 
backing up individual cluster nodes and the cluster configuration data. 

The value of negotiating SLAs before establishing backup 
policies 

Should IT negotiate service level agreements with business 
stakeholders prior to establishing backup policies? 

In order to set the right expectations, it is important to negotiate service-level 
agreements (SLAs) with the appropriate business stakeholders up front, prior 
to establishing data backup policies. 

In a recent end user forum, one of the respondents put it very succinctly: "No 
one cares about backup; everyone cares about recovery." In fact, it was this 
individual's experience that when people were asked about how IT could 
best enable data recovery, rather than data backup, of their most critical 
business systems through well-defined backup policies, stakeholder 
engagement and collaboration was much higher. 

This is a clear illustration that properly positioning the business benefit of a 
reliable data backup and recovery infrastructure is critical for gaining 
business buy-in on the importance of data protection. 

A top-down approach for building recovery SLAs is the best way to start. 
Identify the most business critical systems first, and define their required 
recovery time objectives (RTO) and recovery point objectives (RPO). RTO 
refers to how quickly data can be restored, and RPO refers to how current 
the data needs to be. Once this is established, backup policies can be 
combined with other data protection technologies, like point-in-time 
snapshots and data replication to build a comprehensive data protection 
strategy that closely aligns with business SLAs. 

Establishing effective backup policies goes far beyond defining the 
operational mechanics of moving and copying data between primary storage 
data resources and backup infrastructure. When tightly aligned with clearly 
defined business objectives in the form of documented SLAs, backup policies 
directly reflect the required operational protocols for fulfilling an essential 
business service. In addition to helping to ensure the protection of business 

http://searchitchannel.techtarget.com/definition/service-level-agreement
http://searchitchannel.techtarget.com/definition/service-level-agreement
http://whatis.techtarget.com/definition/recovery-time-objective-RTO
http://whatis.techtarget.com/definition/recovery-point-objective-RPO
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data, actively engaging business stakeholders early in the process is a great 
way to reinforce IT's strategic role in the organization. 

Cloud backups offer benefits, present challenges 

The movement toward cloud backups has taken over the minds, and wallets, 
of many organizations. The idea of supplementing, or entirely getting rid of, 
your current backup solution with a cloud data backup solution is an 
appealing one. But if youôre going to do it with your enterprise, there are a 
variety of issues youôll need to consider. 

Cloud considerations 

Because security is the chief obstacle to more companies utilizing cloud 
backups, cloud data storage products have to comply with a series of best 
practices. It must encrypt data in transit, usually through a secure socket 
layer connection if you are using the Internet to transport the data. It must 
store data as encrypted in the cloud via a state-of-the-art encryption protocol 
along the lines of a 256-bit AES encryption. And, finally, the cloud data 
storage provider needs to support strong, enforceable authentication with 
features like password expiration and complexity. 

Cloud data backup also carries with it compliance issues. Public companies, 
or anyone working in industries subject to enhanced regulatory requirements, 
should look at cloud data storage providers that adhere to SSAE 16/SOC 1. 
Itôs critical that the service provider performs the more stringent Type II audit 
as itôs the only one that allows the auditor to share his opinion on whether the 
controls tested work well enough to provide some guarantee that the control 
objectives were achieved during the testing period. 

While security and compliance would rank at the forefront of any list of 
features and considerations you must evaluate when trying to find the right 
cloud data storage product for your organization, they are not alone. Hereôs a 
look at some other factors to consider: 

Hybrid vs. pure cloud backups. In a pure cloud backup scenario, agents 
on protected servers and desktops perform backups directly to the cloud. 
Quick setup and minimal maintenance are benefits of this service. A pure 
cloud data storage product is best-suited for personal backups and backups 
for smaller firms with limited amounts of data to protect (typically a few 
terabytes). The drawbacks of backing up directly into the cloud are 
performance and bandwidth challenges because of latency and bandwidth 
limits of available Internet connections; these shortcomings are most 
important when restoring data. 

http://searchdatabackup.techtarget.com/tip/The-pros-and-cons-of-cloud-backup-technologies
http://searchdatabackup.techtarget.com/news/1378841/Cloud-data-backup-management-Users-see-new-options-for-cloud-storage-administration
http://searchdatabackup.techtarget.com/news/2240180292/Data-protection-vendors-add-options-for-cloud-backups
http://searchdatabackup.techtarget.com/news/2240180292/Data-protection-vendors-add-options-for-cloud-backups
http://searchcloudstorage.techtarget.com/tutorial/Cloud-data-storage-New-technologies-make-cloud-storage-more-appealing
http://searchsecurity.techtarget.com/definition/SSL-VPN
http://searchsecurity.techtarget.com/definition/SSL-VPN
http://searchdatabackup.techtarget.com/video/Traditional-vs-cloud-backups-for-mobile-devices
http://searchdatabackup.techtarget.com/news/2240185031/Cloud-backups-shine-for-lighting-company
http://searchdatabackup.techtarget.com/video/Tech-Talk-W-Curtis-Preston-on-data-growth-cloud-backups
http://searchcio-midmarket.techtarget.com/definition/latency
http://searchenterprisewan.techtarget.com/definition/bandwidth
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Latency and limited bandwidth are mitigated by hybrid cloud backup products 
that use an on-premises disk or gateway as the initial backup target from 
which the data is replicated to the cloud. The on-premises intermediary 
usually caches the most recent backups for on-premises restores, minimizing 
tedious recoveries from the cloud; it also moves data into the cloud 
asynchronously. For a pure cloud backup solution without the on-premises 
intermediary for quick restores, it‘s essential to understand all restore 
options, including the ability to have backups shipped to you on a disk or 
NAS device; restore options become more relevant as the amount of data 
stored in the cloud grows. Similarly, some MSPs accept the initial full backup 
on an external storage device (known as ―seeding‖) to avoid a time-
consuming first backup over the Internet. 

Efficiency. Backup processes that are OK for on-premises backups may be 
unacceptable for cloud backups. For instance, the ability to perform sub-file 
backups of changes to files is an indispensable feature in a cloud backup 
product. With email personal folder files (.PST files) that can grow beyond 
gigabytes, and large Excel spreadsheets and PowerPoint presentations 
spanning tens of megabytes, being able to only back up file changes to the 
cloud rather than complete files is a non-negotiable feature for a cloud 
backup product. Similarly, the ability to perform continuous incremental 
backups minimizes the amount of traffic for each backup. The traditional 
weekly full and daily incremental backup discipline frequently used for on-
premises backups doesn‘t work for backing up data into the cloud. Limited 
network bandwidth makes efficiency one of the primary virtues in a cloud 
backup product. So anything that can help reduce the amount of data to be 
moved into the cloud is critical. 

Compression and source-side deduplication are two technologies that help 
minimize the amount of traffic sent into the cloud. Data deduplication reduces 
bandwidth usage and also helps cut the cost of backing up to the cloud. 
Because cloud storage pricing is usually based on gigabytes stored, 
compression and dedupe are instrumental in lowering monthly fees. To 
maximize data reduction, some MSPs deduplicate on the source side and 
one more time in the cloud. While the scope of source-side dedupe may be 
limited to a single or few hosts, dedupe in the cloud can be performed 
against all data, resulting in significant additional data reduction. 

http://searchdatabackup.techtarget.com/feature/Hybrid-cloud-backup-Disk-to-disk-to-cloud-backup-explained
http://searchdatabackup.techtarget.com/news/2240179182/Prep-school-gains-cloud-backup-solution-through-TwinStrata-array
http://searchcloudstorage.techtarget.com/definition/cloud-seeding
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KEY CLOUD BACKUP CHECKLIST GUIDELINES  

 
Enlarge KEY CLOUD BACKUP CHECKLIST GUIDELINES diagram. 

―We deduplicate and compress before we send data across, and we 
deduplicate one more time once data is in the cloud,‖ said Karen Jaworski, 
senior director of product marketing at i365, a Seagate company and backup 
MSP. 

Transport. Besides source-side dedupe, cloud backup products differ in the 
way they manage available bandwidth. The ability to limit and throttle 
bandwidth while backups are in progress helps minimize the impact on users 
and other apps sharing the Internet connection. Moreover, being able to 
configure multiple bandwidth limits for different times of the day helps 
optimize the balance between backup performance and the impact on other 
users. Some cloud service providers, such as AT&T, give customers the 
option to use a multiprotocol label switching (MPLS) circuit instead of the 
Internet; this option is relatively cost-effective for customers who already use 
MPLS. The quality of service (QoS) feature of MPLS lets users label backup 
data as low-priority traffic, eliminating the impact on other users and 
applications altogether. This is especially attractive for midsized and large 
companies with many users and a lot of protected data. 

Backup managed service providers 

Handing off backups to a managed service provider is the quickest way of 
getting backups into the cloud and the method with the fewest internal IT 
requirements. MSP offerings are available as pure cloud backup products 
where the user installs agents on desktops and servers that directly back up 

http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
http://searchdatabackup.techtarget.com/news/2240180387/California-State-University-aims-for-100-cloud-backups
http://media.techtarget.com/StorageMagazine/storageMagazine/images/vol10iss7/p27.pdf
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data into the cloud; they‘re also available as hybrid cloud backup products 
where the cloud service vendor provides a managed on-premises gateway to 
store backup data locally before replication into the cloud. 

MSP offerings range from consumer, small office/home office (SOHO) and 
small- and medium-sized business (SMB) products to cloud backup services 
targeted at the enterprise. ―While the sweet spot for cloud-based backup is 
still the small to midsized company, larger enterprises have started 
leveraging the cloud to supplement internal backups, especially for DR 
[disaster recovery], remote office and end-user data protection,‖ said David 
Chapa, senior analyst at Milford, Mass.-based Enterprise Strategy Group 
(ESG). 

Consumer backup services were popularized by Mozy (now part of EMC 
Corp.) and Carbonite. They‘re pure cloud backup products, licensed to 
protect a single desktop or laptop, and may not have all the features 
expected in a business backup product. For instance, the Carbonite service 
doesn‘t offer deduplication. ―Deduplication is less required in our target 
market where the average amount of protected data is less than 50 GB,‖ said 
Pete Lamson, general manager of Carbonite‘s Small Business Group. Both 
Carbonite (with Carbonite Business) and Mozy (with MozyPro) have 
expanded their offerings into businesses. While Carbonite targets small 
businesses with a simple and highly affordable backup service, MozyPro is 
aimed at small and large businesses alike. 

Joining Carbonite with a focus on small companies with up to 50 users is 
Symantec Corp. with Backup Exec.cloud. ―Backup Exec.cloud has 
centralized management and provides global visibility to protected hosts, and 
we try to make backup as simple as possible,‖ said David Mitchell, product 
manager for Symantec‘s hosted endpoint protection. 

For enterprises, IBM has rebranded and renamed its managed backup 
service offerings with a focus on resilience: SmartCloud Resilience. The IBM 
product spans the data protection spectrum from backup and recovery to 
archival and DR. 

Hewlett-Packard (HP) Co.‘s enterprise Electronic Vaulting Service is a 
managed server backup product powered by Asigra Software; HP‘s Mobile 
Information Protection uses Autonomy Connected Backup, which HP has just 
made available as PC Backup Services for the SOHO and SMB markets, 
and is available through channel partners. 

EVault has been offering managed backups since 1997, and the company 
has one of the most complete and feature-rich cloud backup offerings 
addressing the needs of small and large companies. Available as pure 

http://www.carbonite.com/en/business/data-backup
http://mozy.com/pro/
http://searchdatabackup.techtarget.com/news/2240210980/Backup-Execcloud-customers-hunt-for-data-protection-alternatives
http://www.symantec.com/backup-exec-cloud
http://www-935.ibm.com/services/us/en/it-services/smartcloud-resilience-services.html
http://h10134.www1.hp.com/services/business-continuity/electronic-vaulting-service/
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service, software, and physical and virtual appliances, it can be deployed on-
premises, in a hybrid arrangement or as a pure cloud backup product. 

Iron Mountain Inc., has one of the strongest brands in the backup world but 
its cloud message changed with the sale of its Connected Backup and 
LiveVault backup software to Autonomy. Iron Mountain is currently focusing 
on backup services rather than software development. 

―We continue to offer cloud backup services for businesses,‖ said Ken Rubin, 
senior vice president and general manager of the Iron Mountain healthcare 
service. ―For the healthcare and financial services sectors, we provide 
advanced solutions; for instance, for hospitals we offer a managed backup 
product with tight integration with all major PACS [picture and archival 
communication system] systems.‖ 

Cloud-enabled backup apps and gateways 

While small companies are more likely to opt for the MSP approach, larger 
companies are more apt to extend their existing backup infrastructure into 
the cloud using either their existing backup software or a cloud gateway. The 
incentives to expand the backup infrastructure into the cloud range from 
replacing off-site tapes with backups in the cloud to leveraging the cloud for 
backup jobs that can be performed more cost-effectively. 

Cloud support in commercial backup applications varies considerably. 
CommVault Systems Inc. has added extensive cloud support and supports a 
wide range of cloud service providers (AT&T, Amazon, Microsoft, Nirvanix 
and Rackspace). Supported cloud providers appear as additional backup 
media and all backup features, such as deduplication, are available when 
backing up to the cloud. Archival into the cloud with stub support for on-
demand retrieval of archived data and block-based replication of changes 
into the cloud for recovery into a compute cloud service such as Amazon 
Elastic Compute Cloud (EC2) are just a couple of features that distinguish 
CommVault Simpana. Similar to CommVault, both Symantec Backup Exec 
and NetBackup support backing up into the cloud, but they currently only 
support Nirvanix. Arkeia Network Backup supports replication of backup sets 
into Amazon and Nirvanix. 

EMC Avamar and NetWorker currently don‘t have out-of-the-box integration 
with cloud service providers. Instead, EMC is selling Avamar to MSPs. ―We 
decided on Avamar to power our enterprise backup service because of its 
efficient source-side deduplication and scalable Avamar Data Store grid,‖ 
said Dick Mulvihill, co-founder and managing partner at Hexistor Data 
Protection Service LLC, a Chicago-based backup MSP. 

http://aws.amazon.com/ec2/
http://aws.amazon.com/ec2/
http://www.commvault.com/simpana.html?gclid=COaov_mh3a0CFUSo4AodR0eLQg
http://www.emc.com/backup-and-recovery/avamar/avamar.htm
http://www.emc.com/backup-and-recovery/networker/networker.htm
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IBM Tivoli Storage Manager (TSM) doesn‘t currently support direct backups 
into the cloud. ―We‘re working with cloud gateway manufacturers such as 
Riverbed for cloud backup support; cloud backup gateways are simple and 
quick to set up and have the advantage of locally cached backups for quick 
restores,‖ said Steve Wojtowecz, vice president of storage software 
development at Tivoli. 

Cloud gateways that move data into cloud storage are available from Nasuni 
Corp., Panzura Inc., Riverbed Technology Inc., StorSimple Inc., TwinStrata 
Inc., and others. While some gateways are touted as hybrid cloud storage 
products to extend on-premises storage into the cloud, Riverbed 
Whitewater‘s focus is exclusively on cloud backup. Available in different 
configurations for small businesses to large enterprises, traditional backup 
applications back up to the Whitewater gateway appliance, which then 
deduplicates, compresses, encrypts and asynchronously moves data into 
supported cloud providers (which currently include AT&T, Amazon and 
Nirvanix). The StorSimple gateway stands out because of its extensive 
support of Microsoft SharePoint. 

Cloud backup goes mainstream 

Backup to the cloud is moving from a niche application into the mainstream, 
especially in the SOHO and SMB sectors, and it‘s being used increasingly by 
larger companies to supplement their existing backup infrastructure. The 
increased adoption of cloud services by public companies and even 
government agencies suggests that security concerns with cloud services 
are slowly abating. However, proper due diligence must be taken when 
evaluating cloud backup, such as implementing solid backup processes and 
strong controls, to avoid unpleasant surprises. 

 

Toigo: Keep tape in your disaster recovery policy 

Jon Toigo, founder and CEO of Toigo Partners International, is a frequent 
speaker at our Storage Decisions seminars and conferences -- and he‘s also 
a big proponent of keeping tape in your organization's disaster recovery 
policy. This week, we discussed tape‘s role in backup and DR today, how 
tape is evolving, and whether cloud storage will replace tape for long-term 
data retention. 

―The most compelling development in tape is growing capacities,‖ he said. ―It 
won‘t be long before you are going to be looking at LTO cartridges that can 
store up to 32 terabytes of data,‖ said Toigo, referring to the published LTO 
roadmap. 

http://www-01.ibm.com/software/tivoli/products/storage-mgr/
http://searchdisasterrecovery.techtarget.com/tip/How-to-create-a-corporate-policy-for-disaster-recovery
http://searchdisasterrecovery.techtarget.com/tip/How-to-create-a-corporate-policy-for-disaster-recovery
http://searchdatabackup.techtarget.com/tutorial/Long-term-data-archiving-strategies
http://searchdatabackup.techtarget.com/tutorial/Long-term-data-archiving-strategies
http://www.lto.org/technology/generations.html
http://www.lto.org/technology/generations.html
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Currently, LTO-5 tapes offer native capacity of 1.5 TB (3.0 TB compressed). 
However, the LTO Ultrium roadmap indicates that LTO-6, which will be 
released later this year, will offer 3.2 TB (8.0 TB compressed). 

Another big development was last year‘s release of the Linear Tape File 
System or LTFS. LTO-5 tapes can be partitioned into two segments, and 
LTFS uses the first partition to store a self-contained hierarchical file system 
that indexes the data stored in the other partition. LTFS is open source, so 
any application provider or tape user can download the LTFS spec from the 
LTO Ultrium website. 

―Tape is also being well-positioned to become a sort of NAS on steroids,‖ 
Toigo said. ―In other words, all of your older files that aren‘t being accessed 
very frequently can be written to a tape library, which is fronted by a small 
disk cache running LTFS. That gives you the ability to store massive 
amounts of data -- we are talking on the scale of petabytes -- on a single 
raised floor tile and consume the power of a couple of light bulbs.‖ 

While that might be a bit of an exaggeration, tape‘s energy efficiency is a 
strong benefit for long-term retention of data. 

Tape isnôt the answer for everything 

Of course, disk backup has some obvious advantages over tape. The 
number-one benefit of backing up to disk is restore time. Even with LTFS, it 
is unlikely tape will ever be able to compete with disk in terms of restore time. 

―I always recommend that people back up 30 days of data to disk on site,‖ 
said Toigo. ―Finding an individual file on disk is going to take a hell of a lot 
less time than going through a bank of tapes, reloading the tapes and then 
finding the file. That takes too long for a minor crisis.‖ 

It is widely accepted that this use of both disk and tape is ideal. And, many 
people in the IT world agree that long-term data retention is tape‘s niche. 
However, cloud-storage vendors are doing their best to chip away at that 
tape stronghold. 

Will cloud replace tape for long-term storage? 

We frequently hear cloud storage vendors pitch their services as a 
replacement for tape. It offers some compelling benefits -- pay-as-you-go, 
unlimited capacity, no hardware investment. And, now that many of the major 
backup software providers allow you to backup directly to a cloud service, it 
is becoming more and more convenient to do so. 

http://searchdatabackup.techtarget.com/feature/LTO-tape-technology-continues-to-evolve-with-LTO-5
http://searchdatabackup.techtarget.com/news/1517584/LTO-tape-media-data-transfer-rate-to-increase-in-smaller-increments-through-LTO-8-tape
http://searchdatabackup.techtarget.com/news/2240037523/Linear-Tape-File-System-LTFS-products-seen-as-archiving-boon
http://searchdatabackup.techtarget.com/resources/Disk-based-backup
http://searchdatabackup.techtarget.com/tip/Cloud-backups-offer-benefits-presents-challenges
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However, there are a number of lingering concerns. ―I wrote a book about 
application service providers in the late '90s and you could blow the dust off 
the cover and change ASP to cloud,‖ Toigo said. ―You see all of the same 
problems as we did with ASPs -- lack of security, lack of service-level 
reliability -- things that limit organizations ability to outsource certain 
activities.‖ 

Toigo went on to note that tape isn‘t the answer for every company‘s disaster 
recovery policy. ―There are a lot of smaller companies that wouldn‘t do 
anything about backing up their data if they didn‘t have access to a resource 
somewhere on the internet,‖ he said. ―However, we hear a lot of promises 
from cloud backup vendors that they are replicating your data behind the 
scenes, they have Class A data centers, but nobody ever goes out and 
checks that stuff.‖ 

Latency, jitter and delay can also be big issues when replicating data to the 
cloud, according to Toigo. ―You have all of the same issues you see with 
going over a WAN,‖ he said. ―If you are doing replication over a WAN, you 
have to factor in the latency and jitter that is going to occur. If you really need 
to have zero downtime, chances are the state of the data in your remote site 
-- whether cloud or a site you own -- is not going to be the same as the data 
in your primary site. That can cause major problems in restoring mission-
critical applications."  

Hypervisors offer built-in disaster recovery management 
features 

Ensuring business continuity for an enterprise data center is a challenging 
task, but virtualization makes disaster recovery management much easier. 
Keeping servers, applications and data inside portable hardware-
independent VMs increases the chances of protecting them from disaster. 
The blocks for each VM disk file can be more easily monitored for change 
and replicated to a DR site where those VMs can run on just about any 
server available. 

For many years, only large enterprises could afford disaster recovery. It took 
SANs with hardware-based replication using high-speed wide area networks 
(WANs) or application-specific high-availability solutions. Such a system 
could cost hundreds of thousands of dollars. 

Today, many editions of major virtualization platforms offer built-in availability 
and disaster recovery management features. Examples include the following: 

¶ Backup/recovery. This feature provides the ability to perform a 
virtual machine backup at the image level and, typically, track the 

http://searchenterprisewan.techtarget.com/tip/Measuring-WAN-Latency
http://searchservervirtualization.techtarget.com/tip/SMB-cookbook-Whipping-up-a-virtualization-disaster-recovery-plan
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blocks of the VM disks that change to significantly reduce the time to 
perform future backups. For example, VMware vSphere, starting with 
the Essentials Plus edition, includes vSphere Data Protection (VDP), 
which uses VMware's change block tracking capability.  

¶ Replication. Virtualization hypervisors can access VM images and 
track changed blocks, and those changed blocks can be easily 
replicated to a secondary data center for large-scale DR data 
protection. VMware vSphere includes this capability in its Standard, 
Enterprise and Enterprise Plus editions. Microsoft Hyper-V 2012 now 
offers Replica, which will perform asynchronous replication of 
individual VMs to another Hyper-V host at another site.  

¶ Snapshots. Virtualization hypervisors can take a point-in-time 
"picture" of a VM's state and revert to that snapshot if needed. DR 
applications can use these snapshots to perform backup or 
replication for quick recovery when upgrades or configuration 
changes are made to a VM, OS or applications. Microsoft Hyper-V 
and Citrix Systems XenServer are good examples of platforms that 
offer snapshot and revert options for each VM.  

¶ High availability. When a host failure occurs, virtualization hosts in 
the same cluster can easily claim VMs on shared storage. These HA 
solutions can restore VMs in the time it takes a VM's OS to restart. 
Examples of built-in hypervisor HA features include vSphere High 
Availability and Hyper-V Failover Clustering.  

¶ Clustering. Virtualization hosts can participate in virtual clusters to 
help balance resources among multiple hosts. Clusters are typically 
used to prevent performance degradation and application slowdown. 
For example, VMware's vSphere High Availability will automatically 
restart VMs from a failed host.  

¶ Fault tolerance. Used for limited disasters within a data center, this 
vSphere feature allows the virtual memory of a running VM to be 
replicated to another host in the data center so that the replicated 
VMs suffer no downtime when a virtualization host fails.  

¶ Virtualization-aware disaster recovery management software. 
Helps plan which VMs will be replicated and the order in which they 
will be recovered. It can also be used to test failover, as well as 
failback to the primary site.  

Third-party disaster recovery options 

In addition to built-in capabilities, third-party technologies can help facilitate 
disaster recovery management. Examples of common capabilities include 
the following: 

¶ Virtualization backup with replication. Most virtualization backup 
tools now offer access to cloud-based storage for low-cost (and 

http://searchservervirtualization.techtarget.com/news/2240162469/VMware-vSphere-51-updates-include-web-client-disaster-recovery
http://searchservervirtualization.techtarget.com/opinion/As-feature-gaps-narrow-how-will-we-compare-hypervisors-in-the-future
http://searchservervirtualization.techtarget.com/definition/Hyper-V-Replica
http://searchservervirtualization.techtarget.com/feature/The-Microsoft-Hyper-V-snapshot-explained
http://searchservervirtualization.techtarget.com/tip/Understanding-Hyper-Vs-failover-settings-in-Failover-Cluster-Management
http://whatis.techtarget.com/definition/failback
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easy) recovery of VMs. An example is Veeam Backup and 
Replication.  

¶ Virtual SAN storage that includes replication. Other virtualization 
storage solutions want you to store your VMs in their virtual 
appliances that are then replicated. Examples include Ctera 
Networks and TwinStrata.  

¶ Disaster Recovery as a Service (DRaaS). Many public cloud 
providers offer off-site DR services for virtual infrastructures. 
Typically these work by the customer implementing a replication 
application that replicates VM changes to the provider. The 
replication application could be one that is included with your 
hypervisor or one that you license separately. Customers often pay 
per gigabyte to store data and can benefit from a third party's DR 
expertise. DRaaS providers offer a portal that can help maximize a 
DR cloud infrastructure, which can even be used for file-level restore 
and virtual lab environments. Examples include nScaled, Veristor 
and Hosting.com.  

These built-in and third-party options can ease disaster recovery 
management, particularly replication, and make it cheaper than ever before. 
Although 100% virtualization is not realistic for many companies, strategic 
use of the virtual assets you have can make disaster recovery less 
complicated and less expensive. 

NETWORK DISASTER RECOVERY PLANNING AND BUILDING 
RESILIENT NETWORKS 

Learn how networking technologies such as WAN optimization can help 
enable data replication over distance and some of the challenges associated 
with this approach. The articles in this section are also about designing 
resilient networks, VPN considerations for DR, dealing with failover/failback 
issues, protecting voice and data networks, and more.  

Business continuation and disaster recovery tips for your 
WAN services 

A resilient distributed network environment is essential for delivering 
standard and high availability along with business continuance and disaster 
recovery. Business continuation allows users to access storage, services and 
local or remote servers (physical or virtual) -- regardless of whether they are 
located at a central data center, co-location facility or with a managed service 
provider (MSP) or cloud service provider. Business continuation is especially 
important for remote offices and branch offices (ROBO) that need to access 

http://searchservervirtualization.techtarget.com/review/Veeam-Backup-Replication-50
http://searchservervirtualization.techtarget.com/review/Veeam-Backup-Replication-50
http://searchvmware.techtarget.com/tip/The-best-VMware-backup-options-in-the-cloud
http://searchservervirtualization.techtarget.com/answer/Virtual-data-center-decisions-Should-you-go-100-virtual
http://searchsoa.techtarget.com/definition/management-service-provider
http://searchsoa.techtarget.com/definition/management-service-provider
http://searchcloudprovider.techtarget.com/definition/cloud-provider
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other sites, headquarters and public cloud services where information 
resources exist. 

Hardware and software wide area networking (WAN) technology is the glue 
that ties ROBOs to headquarters and public cloud services. We tend to take 
WANs for granted when they work properly -- so much so that they may not 
get the care and investment needed to make them resilient. After all, if a 
WAN is working, why spend more or change anything. However, problems 
arise when things are not running normally or acceptably. 

There are many ways to maintain normal ROBO operations (as well as other 
environments) with WAN resiliency high availability (HA), business 
continuance (BC) and disaster recovery (DR). These include technology 
tools, techniques and best practices, testing and training. In the first part of 
this series I will discuss what WAN and diagnostic tools are necessary for 
business continuance. In part 2, I will go over WAN resiliency best practices 
and training. 

Troubleshooting and diagnostic tools for business continuation 

Do you have diagnostic tools that provide insight into individual network 
components, as well as up and down the entire solution stack? What 
happens when the LAN appears slow because there are intermittent WAN 
issues slowing or preventing access to other locations including cloud 
services? Worse yet, what happens when the WAN connection fails due to 
an accident, faulty technology (hardware or software) or poor network 
configuration? 

WANs are like any other technology in that it is not a question of whether 
they will fail, it is a question of when, why, where and how they will. The 
impact of a WAN link going down is one no organization wants to realize. But 
just like other technology, WANs and their components can be made more 
resilient or disaster tolerant by incorporating self-healing hardware, software, 
network services and configuration choices. 

Your troubleshooting and diagnostic tools should go beyond checking to see 
whether an individual component or service is functioning; instead these 
tools need to monitor the whole stack. Part of using diagnostic tools also 
means having some baseline metrics, insight, reporting or information as to 
what is normal behavior. For example, a network manager needs to 
determine what is normal vs. abnormal for the network in terms or errors, 
incidents, retransmissions, lost packets, frames per second, response times, 
timeouts, latency, bandwidth capacity and I/O per second (IOPS). What this 
means is that -- in addition to quickly finding where the real problem or issue 
is -- you must also include how fast you can fail over or start to back up 
network bandwidth services when needed. 

http://searchenterprisewan.techtarget.com/definition/WAN
http://searchdatacenter.techtarget.com/definition/high-availability
http://searchstorage.techtarget.com/definition/business-continuance
http://searchstorage.techtarget.com/definition/business-continuance
http://whatis.techtarget.com/definition/disaster-recovery
http://searchnetworking.techtarget.com/definition/local-area-network-LAN
http://whatis.techtarget.com/definition/self-healing
http://searchenterprisewan.techtarget.com/news/2240150498/Ensuring-quality-of-experience-Monitor-networks-or-applications
http://searchsolidstatestorage.techtarget.com/definition/IOPS-Input-Output-Operations-Per-Second
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Business continuation technology tools for a resilient WAN 

Don't forget about load balancers. Did you know that a summer 2012 AWS 
outages was the result of a load balancer issue? This means you need to 
make sure that your load balancers are not a single point of failure (SPOF) 
along with routers, name servers and other hardware and software 
components. 

To ensure business continuation for your WAN services, you must determine 
your SPOF. Is it the network service (i.e., WAN circuit) provider or is it in your 
load balancer or routers? How about your network software configurations 
and name servers? If you have eliminated SPOF in servers with redundant 
network adapters or NICs, in alternate DNS settings in your operating system 
and hypervisor configurations, as well as in your LAN topology configuration -
- do you have an active, passive standby or backup network service? 

Speaking of networking, do you have primary active or standby bandwidth 
services either with the same or different carriers? If with different providers, 
does the network circuit actually traverse diverse routes, or do both use a 
common network carrier service? On the other hand, if you use a single 
provider, do they use separate diverse paths (theirs or others) for their 
redundant or HA services? Also, keep in mind the service-level agreements 
(SLAs) for those services along with remediation and renumeration (what will 
they give you for not meeting them). 

Unshackling disaster recovery with WAN optimization 
products 

What you will learn in this tip: Itôs the age of the cloud, and that doesnôt 
necessarily mean mind-boggling new architectures for every domain in the 
enterprise. What it does mean is that there are more over-the-wire servicesð
from over the wire to the other side of the data center to over the wire to the 
other side of the world. And those technologies can have a lot of value in 
your IT portfolio. One of the biggest is WAN optimization, and it can have a 
huge impact on your data movement processes, the most intensive of which 
often is found in the disaster recovery (DR) infrastructure. In this tip, you will 
learn about WAN optimization products specifically aimed at improving DR, 
and what you need to have in place before you deploy WAN optimization. 

Traditional DR has often revolved around tape just because DR has required 
so much data to be moved. But WAN optimization can mean the difference 
between DR over the wire being possible or not, and in the age of the cloud, 
there‘s an over-the-wire data movement choice for nearly any system you 
can think of. This is proving a panacea to the more than 85% of 

http://storageioblog.com/amazon-web-services-aws-and-the-netflix-fix/
http://storageioblog.com/amazon-web-services-aws-and-the-netflix-fix/
http://searchnetworking.techtarget.com/definition/hardware-load-balancing-device
http://searchdatacenter.techtarget.com/definition/Single-point-of-failure-SPOF
http://searchnetworking.techtarget.com/definition/network-interface-card
http://searchnetworking.techtarget.com/definition/domain-name-system
http://searchenterprisewan.techtarget.com/news/2240150922/Tools-for-prioritizing-WAN-application-delivery
http://searchitchannel.techtarget.com/definition/service-level-agreement
http://searchitchannel.techtarget.com/definition/service-level-agreement
http://searchenterprisewan.techtarget.com/definition/WAN-optimization
http://searchdatacenter.techtarget.in/tip/4-WAN-accelerator-tweaks-to-address-performance-and-bandwidth-issues
http://searchdisasterrecovery.techtarget.com/feature/The-role-of-tape-in-disaster-recovery
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organizations who have too much of their data unprotected in the face of a 
potential disaster. 

In contrast to tape-based practices, DR over the wire is easier and requires 
less expense in manpower, transportation and physical media. Moving data 
over the wire also yields much better recovery points and recovery times 
than tape. Moreover, DR over the wire reduces the possibility of media errors 
or lost shipments that can often make tape the biggest question mark in a DR 
plan, and nearly impossible to test with enough rigor. For up-to-the-moment 
recovery, or avoiding the loss of a day or more of data, over the wire DR may 
be the only way to go. 

Certainly, over-the-wire DR takes some serious technologies in the data 
center. Identifying and moving the right data and executing application 
failovers are not simple tasks and require either significant manual support or 
good integration of tools like VMware‘s vCenter Site Recovery Manager or 
agent-based technologies such as Vision Solution‘s Double-Take software. 
But the technology that may make or break over-the-wire DR may well be 
WAN optimization. 

Why is this? When Taneja Group examined WAN optimization vendor‘s 
claims in what they can do with transmitted traffic, the cutting-edge vendors 
lay claim to serious transmitted data reduction (often as much as 95%) and 
lowered latency from the way they reduce traffic chattiness over the wire. 
Those two factors can create a magnitude of differences in how up to date 
your data is, and how quickly you can be ready to spin up the environment in 
the event of a disaster. Moreover, WAN optimization products can open the 
doors on where and how you do DR, and can make it practical to provision a 
DR location nearly anywhere—from your own facility where you don‘t want to 
pay for a high-speed private line, to the numerous service providers that are 
coming to market with cloud disaster recovery off erings. 

What to look for in a WAN optimization product 

With an eye toward drastically reducing DR data transmission, and achieving 
these speed and ease-of-use benefits of DR over the wire, here's a short list 
of what you should look for in a  WAN optimization product: 

•             Designed for DR data: Ask your vendor about their credentials for 
optimizing your DR data stream, with an eye on the toolsets that you are 
using to move your DR data. There may be a world of difference between 
moving file data, and moving the bits on the wire that make up EMC Corp.‘s 
SRDF. Either examine, or take a guess at, what your data footprint will be 
over the wire, and the priority of that different traffic. Then evaluate how well 
a given vendor can optimize your mission-critical data alongside your less 
important data. Moreover, if your mission-critical data is something very 

http://searchdisasterrecovery.techtarget.com/tutorial/VMware-vCenter-Site-Recovery-Manager-disaster-recovery-best-practices
http://itknowledgeexchange.techtarget.com/storage-soup/double-take-to-be-acquired-by-vision-solutions/
http://searchdisasterrecovery.techtarget.com/tip/Are-cloud-disaster-recovery-services-viable-for-the-enterprise
http://searchstorage.techtarget.com/news/1352576/WAN-optimization-product-roundup
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specific, like EMC‘s SRDF, then make sure your vendor has EMC‘s blessing 
and is a supported solution. 

•             Designed for your DR site: Make sure your vendor can be 
integrated into your DR site. If it is privately owned and operated, this may be 
easy, but many solutions built today are carrying data to a service provider or 
a hosted facility of some type, even if those facilities are from a provider like 
Iron Mountain or SunGard. Optimization at two ends of the wire will be many 
times better than optimization at only one end of the wire.  

•             Designed for the right workloads: Make sure your vendor of 
choice has a portfolio of products that can be applied to where your DR data 
movement needs are today, and where they might be tomorrow. With the 
idea of the cloud rapidly shifting how businesses are thinking about IT, your 
workloads might move, or be far different than you anticipate when tomorrow 
arrives.  

•             Designed to give you control: Finally, with a solution designed to 
work in the network, you should expect that WAN optimization products can 
provide control of that network. The age of the cloud will create rapidly 
changing utilization patterns that can cause interference with mission-critical 
workloads like DR. The right insight, along with sufficient control, can mean 
the difference between keeping your solution optimized under these rapidly 
changing demands, or running into issues that you can‘t address with 
anything short of a forklift upgrade. WAN optimization devices are ideally 
placed to provide visibility into the network, and are ideally equipped to 
shape network use.  

With your eye on this short list, you can turn to examining the vendors on the 
market today, a few of which include Blue Coat Systems Inc., Certeon Inc., 
Cisco Systems Inc., Citrix Systems Inc., F5 Networks Inc., Riverbed 
Technology and Silver Peak Systems Inc. 

Obviously, on top of these products, you must still have data replication, tools 
for coordinating what happens in the event of a disaster, and most important 
of all, processes and technologies for testing your plan and making sure your 
plan stays in lockstep with the perpetual changes occurring in any IT 
environment. But with WAN optimization in tow, you can finally put some of 
those technologies to work in pursuit of real business continuity. 

Dealing with failback problems 

Many disaster recovery (DR) plans aim to recover (e.g., failover) critical 
systems and data to another location and, following a disaster event, restore 
(e.g., failback) those same systems back to their original operational status. 

http://searchenterprisewan.techtarget.com/tutorial/Evaluating-Blue-Coat-Systems-WAN-optimization
http://searchenterprisewan.techtarget.com/tutorial/Evaluating-Certeons-aCelera-virtual-appliance
http://searchenterprisewan.techtarget.com/tutorial/Evaluating-Cisco-WAAS-WAN-optimization
http://searchenterprisewan.techtarget.com/tutorial/Evaluating-Citrix-Branch-Repeater-for-WAN-optimization
http://searchenterprisewan.techtarget.com/tutorial/WAN-optimization-vendors-and-application-delivery-F5-Streamcore-and-Ecessa
http://searchdisasterrecovery.techtarget.com/news/1523485/Riverbed-Whitewater-looks-to-put-public-cloud-in-disaster-recovery
http://searchdisasterrecovery.techtarget.com/news/1523485/Riverbed-Whitewater-looks-to-put-public-cloud-in-disaster-recovery
http://searchdisasterrecovery.techtarget.com/news/1523798/Silver-Peak-launches-virtual-WAN-optimization-appliance-for-data-center
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Once systems have been returned to their original operational status, the 
organization can resume business. 

Failover and failback processes are complex and must be carefully planned 
and tested in advance. When failing over to an alternate location, the 
appropriate technology must be in place to accommodate the application, in 
particular the operating system(s), networking access and bandwidth, 
sufficient data storage, databases, files and utilities. However, a few 
additional circumstances must be addressed when failing back to previous 
operations. This tip will examine issues that must be addressed before you 
fail back/return systems and data to your primary location. 

If your organization is fairly large, with multiple offices and a well-established 
IT department, you can probably fail over and fail back with minimal 
difficulty.  This is because you‘ll probably have backup resources, such as 
servers, desktop systems, laptop computers and other devices in your 
inventory and can obtain emergency replacements quickly at your recovery 
site. But if your organization is smaller and does not have such extensive 
resources, your options for recovery may be limited. 

For small to medium businesses (SMBs), there are plenty of disaster 
recovery options that must be balanced against available financial resources, 
staffing, physical space and existing system and data requirements. 

But when you are ready to return (failback) to business as usual, the post-
disaster environment may be the same or different from what it was before 
the incident. When failing back, you generally have two options: your original 
office, assuming little to no damage has occurred there; or a different 
location, the result of a partial or total loss of your original office space. 

When failing over, several issues must be addressed as part of the overall 
solution. You should ensure that: 

¶ Existing systems and associated software can be replicated at an 
alternative site (both physical and cloud-based solutions can work)  

¶ All critical data (e.g., daily work files) and information (e.g., customer 
records) can be replicated at the alternate site as close to the point in 
time when the incident occurred  

¶ Specialized failover software (e.g., Double-Take) is available at both 
locations to initiate the failover  

¶ There is sufficient network bandwidth (e.g., via the Internet) to the 
alternative site that the failover can occur  

When preparing to return to your original office, test the systems and 
infrastructure to ensure they are working properly; ensure there is sufficient 

http://searchdisasterrecovery.techtarget.com/feature/Can-you-discuss-the-importance-of-failover-and-failback-for-disaster-recovery
http://searchstoragechannel.techtarget.com/video/Disaster-recovery-Failover-and-failback
http://searchdisasterrecovery.techtarget.com/podcast/Failover-and-Failback-Operations-FAQ-Podcast
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storage capacity to handle the returning systems and data; and ensure that 
sufficient network bandwidth is available for the failback. 

Now, if your original office is not available, your disaster recovery plan should 
initiate the following actions: 

¶ Obtain new hardware (e.g., servers, storage and routers) and 
software (e.g., operating systems and applications) that will support 
your operational requirements as in your original office  

¶ Secure space to house the new IT equipment  

¶ Obtain new desktop systems and peripherals  

¶ Install failover/failback software if that strategy is in your recovery 
plan  

¶ Ensure that network bandwidth is available to support failback 
activities  

As a side note, if you‘re an SMB, consider buying a few terabytes of external 
storage to back up your systems and data. These storage devices can be 
purchased at many office supply stores. It‘s a good idea to have a 
―secondary backup‖ arrangement in case your failover/failback arrangements 
don‘t work as planned. 

The good news is that there are plenty of options for SMBs (as well as larger 
firms) for failover and failback activities. Regardless of which strategy you 
use, remember these key points: 

¶ Ensure that failover and failback activities are in your DR plan  

¶ Work with established data recovery vendors to arrange for 
emergency backup and recovery  

¶ Document a DR plan that clearly outlines the steps (e.g., scripts) for 
failover to an alternate location and failback to the primary (or a new) 
location  

¶ Establish primary and alternate sources for IT hardware and 
software  

¶ Annually test failover and failback procedures and systems to ensure 
they work properly (a live test over a weekend is preferred but a 
tabletop exercise will work)  

¶ Establish roles and responsibilities for employees in a disaster  

¶ Train IT staff in failover and failback procedures  

Summary 

Make sure that when you plan for disaster recovery, you consider relocating 
your IT operations (failover) to an alternate site and how you‘ll want to return 
(failback) to your original space or possibly to a new location. It‘s possible 

http://searchdisasterrecovery.techtarget.com/feature/Who-are-the-major-players-in-the-failover-failback-operations-space
http://searchdisasterrecovery.techtarget.com/feature/How-long-can-a-system-run-as-a-failover-operation-if-the-failback-process-is-delayed
http://searchdisasterrecovery.techtarget.com/feature/Are-failover-operations-worthwhile-to-systems-that-may-not-be-critical-to-day-to-day-business
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that your failback may be more complex than the failover, so be prepared to 
carefully examine all the options. 

LAN disaster recovery planning 

Data centers and wide area networks may get all the attention, but network 
administrators should also have a local area network disaster recovery plan 
in place for disasters both large and small. 

The term disaster recovery conjures up images of catastrophic destruction, 
but in reality, a single leaky pipe or power surge can cause a small disaster 
for an enterprise LAN. Without a network disaster recovery plan in place for 
the LAN, the loss of even a single network switch could quickly turn into a 
major, time-consuming outage for the organization. 

Basics of LAN disaster recovery planning 

Network administrators should start their local area network disaster recovery 
planning with a complete inventory of what is actually on the network and 
where it is located. This inventory should include switches, WLAN controllers 
and access points, network appliances and any other device attached to the 
network. 

There is a wide range of commercial and open source software applications 
capable of scanning a LAN and identifying and classifying each connected 
device. Administrators should use this scan as a baseline and define the 
physical location of these devices. For example, it‗s important to know what 
equipment is in a flooded basement. 

An accurate inventory will help the administrator determine which spare 
parts, such as switch line cards or power supplies, to keep on hand for both 
hardware problems as well as smaller, more localized events, such as 
lightning strikes or burst pipes over networking racks. If budget allows, an 
administrator may consider having a couple of spare, production-ready 
switches on a shelf to replace any critical devices that fail. 

Armed with the network inventory, network administrators should next 
capture the configuration data for every device. Whether this is the 
configuration for QoS and VLAN settings for Ethernet switches, or the 
configuration settings for the entire wireless network, having the latest 
configurations and profiles for the local networking gear in a secure alternate 
location is essential to a rapid recovery in the event of a disaster. An 
administrator should log any configuration changes in the disaster recovery 
plan. Network change and configuration management (NCCM) tools can 
automate this process, but administrators must back up the data in the 

http://searchstorage.techtarget.com/tip/Network-disaster-recovery-checklist
http://searchenterprisewan.techtarget.com/definition/disaster-recovery-plan
http://searchmobilecomputing.techtarget.com/definition/wireless-LAN
http://searchdisasterrecovery.techtarget.com/answer/Protect-your-business-infrastructure-against-lightning
http://searchunifiedcommunications.techtarget.com/definition/QoS-Quality-of-Service
http://searchnetworking.techtarget.com/tutorial/VLAN-guide-for-networking-professionals
http://searchdatacenter.techtarget.in/tip/Four-DR-plan-tips-for-virtualized-environments
http://searchdatacenter.techtarget.in/tip/Four-DR-plan-tips-for-virtualized-environments
http://searchnetworking.techtarget.com/Network-change-and-configuration-management-primer
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NCCM system and make sure that they can access the information in the 
event of a disaster. 

Collaborate on your local area network disaster recovery plan 

To support the organization‘s disaster recovery efforts, network 
administrators can work with the server, desktop and data center support 
teams to determine the relative criticality of each inventoried item on the 
network. In the event of a large-scale disaster, knowing which aspects of the 
network demand first priority will define the speed of recovery time and 
ultimately set the order in which network devices are brought back online. 

The enterprise must consider the effort and costs needed to completely 
cover  every aspect of the network and weigh that against the criticality of 
that network component. If, for example, an enterprise has deployed a 
wireless network only for guest access,  it won't be worth ensuring 
redundancy in the wireless LAN. 

Minimize the single points of failure in a network disaster recovery plan 

A network administrator must ensure that the enterprise LAN is as resilient 
as possible during a disaster, with the ability to handle the loss of any single 
network component with minimal impact. 

The typical enterprise LAN has a number of single points of failure that 
administrators should identify and remedy if possible. A aggregation switch 
that pulls together all edge and wiring closet network switches or a wireless 
LAN controller installed without a redundant backup device can lead to a 
significant outage. 

As resources allow, administrators should introduce redundant devices at 
each critical single point of failure they identify. There is little that can change 
the impact of a total loss of a facility, but redundant network links, power 
supplies or secondary wireless controllers could minimize the impact of a 
smaller scale event. 

Incorporate simplicity into a local area network disaster recovery plan 

An effective network disaster recovery plan sets in motion the steps needed 
to restore network access to at least a minimal working state. The person 
who restores the network might not be a network administrator. Events might 
prevent the admin from having access to the network. Other technical staff, 
such as storage and system administrators, should be prepared to execute 
on a network disaster recovery plan. Ensure that staff from other parts of the 
organization can execute on the recovery plan through documentation and 

http://searchdatacenter.techtarget.in/tip/Free-disaster-recovery-plan-template-download-design-guidelines
http://searchdisasterrecovery.techtarget.com/tip/Network-access-during-the-disaster-recovery-operations-process
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testing. During many disaster recovery tests, an enterprise may flag key 
personnel as ―unavailable‖ for the test, in order to ensure that the required 
knowledge of these administrators is contained within the recovery plan. 

The role that the network team plays in a disaster recovery event will vary 
wildly among organizations. Based on the planning and recovery in place, 
the local network administrators could find themselves at a third-party hot site 
location assisting the recovery of the data center, or at a temporary office 
space for displaced workers. 

Virtualization brings even more options for local area network disaster 
recovery 

Server virtualization has changed a lot of the rules for disaster recovery. 
Beyond improving the recovery time objective (RTO) for the server 
administrator, virtualization can also improve how the network administrator 
handles recovery of network appliances. Many hardware appliances, such as 
load balancers and application delivery controllers, now have virtual machine 
equivalents.  Although many of these virtual machines cannot match the 
performance of equivalent hardware appliances, they could serve as 
temporary replacements in a disaster recovery situation. Running these 
virtual appliances at the recovery site would lower costs by eliminating the 
need for matching hardware at the remote site. 

WAN design: Building a resilient WAN 

Wide area networks (WANs) provide connectivity to local area and other 
networks over long distances. 

WANs have a multi-faceted role in an organization: They can support voice 
and data communications and Internet connectivity, provide connectivity for 
company email and virtual private networks (VPNs), and link to other 
organizations doing business with the company. 

In a disaster situation, WANs become essential tools for an organization to 
communicate internally among its employees and externally with 
stakeholders and other third parties. Loss of a WAN infrastructure, without 
suitable backup and recovery capabilities, can seriously disrupt business 
operations. 

WAN technologies have evolved dramatically from the days of fixed point-to-
point circuits. Depending on the applications being transported, a variety of 
network protocols may be supported by a WAN, such as MPLS (multi-
protocol label switching), SIP (session initiation protocol), SONET 
(synchronous optical network), Ethernet (e.g., 10 GbE) and, of course, the 

http://searchdisasterrecovery.techtarget.com/news/1370733/Disaster-recovery-site-options-Hot-warm-and-cold-sites
http://whatis.techtarget.com/definition/recovery-time-objective-RTO
http://searchcio-midmarket.techtarget.com/definition/load-balancing
http://searchnetworking.techtarget.com/tip/Can-application-delivery-controllers-support-virtualization
http://searchservervirtualization.techtarget.com/definition/virtual-machine
http://searchenterprisewan.techtarget.com/definition/WAN
http://searchenterprisewan.techtarget.com/feature/Determining-the-impact-of-wide-area-network-outages
http://searchenterprisewan.techtarget.com/feature/How-to-map-WAN-technology-to-branch-office-network-tiers-and-meet-SLAs
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TCP-IP standard. Transport is typically over fiber-optic networks coupled with 
high-capacity copper- and fiber-based local access facilities. 

When building or managing WANs, a primary activity is to keep them running 
with minimal disruptions. A principal WAN design goal, therefore, is 
resilience, which ensures that any potential disruptions are found and 
resolved quickly and efficiently. 

When developing WAN resilience plans, your most important ongoing activity 
is to work with your carriers to take full advantage of their recovery and 
restoration capabilities. In addition to getting details on their service recovery 
and restoration offerings, find out how they approach service-level 
agreements (SLAs) that specifically address how they will respond during a 
service disruption. Make sure that their time frames align with your business 
requirements. For instance, if you have a four-hour recovery time objective 
(RTO) for a specific system that needs Internet access, be sure that your 
carrier can restore access within your RTO. 

To build resilient WANs, access to real-time information about network 
performance is essential for spotting potential disruptions. That information 
must be end-to-end, and not limited to network segments. To obtain visibility 
across WANs, your network management system must be able to ―see‖ all 
network segments and how well they are performing. Ideally, you should 
have an automated tool that can be programmed to analyze cross-WAN 
performance data. Use that data to compare current network performance 
against specific metrics and/or SLAs. The tool should also be able to flag 
situations that indicate impending problems. 

The most resilient network topology is a mesh network, in which all network 
end points connect to each other. This, of course, is also the most expensive 
configuration, so you may wish to use network design software (work with 
your service provider on this) to define a configuration that balances cost-
effectiveness and resilience. Ensure that channels with the highest traffic 
volumes have alternate routes available, from different carriers if possible, 
that can be rapidly activated to maintain performance levels. If your WAN 
uses undersea cables and/or satellite channels, be sure to consider alternate 
cable and satellite systems for diversity and resilience.  

At your data centers and offices, install redundant network connection 
devices, such as routers and switches, and also have an inventory of spares 
that can be brought into service quickly if a device fails. Be sure to rotate 
spare devices into production networks to ensure they perform properly. 

It may be worthwhile to consider locating some of your WAN infrastructure in 
a secure collocated multiple-carrier building, such as the well-known 
telecommunications hotspot 60 Hudson St. in New York City. This particular 

http://searchenterprisewan.techtarget.com/tip/WAN-capacity-planning-Building-a-methodology
http://searchenterprisewan.techtarget.com/tip/WAN-design-What-to-consider
http://searchenterprisewan.techtarget.com/news/1280089776/Cloud-WAN-optimization-makes-Internet-like-MPLS-for-mobile-users
http://searchservervirtualization.techtarget.com/news/1524634/WAN-optimization-moves-virtualized-DR-over-the-goal-line
http://searchnetworkingchannel.techtarget.com/tip/Designing-a-WAN-infrastructure
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site is highly secure, has multiple facility entry/exit paths into the building, 
redundant power systems, extensive bandwidth to address most 
requirements, and numerous carriers available to provide service. Many U.S. 
cities have ―carrier hotels‖ that can support WAN performance and resilience 
goals. 

Ensure that your WAN‘s primary commercial power supplies have backup 
power (e.g., uninterrupted power systems) so they will remain operational in 
the aftermath of a commercial power outage or lightning strike. 

Locate network infrastructure equipment in secure, HVAC-equipped rooms 
that are accessible to a limited number of employees and vendors.   

Establish network disaster recovery (DR) plans that provide step-by-step 
activities to diagnose problems, establish bypass and recovery 
arrangements, recover failed network components and return WAN 
operations to normal. Periodically test these plans to ensure they are 
appropriate for your WAN as configured, the procedures work and are in the 
correct sequence, and that your service providers are in synch with your 
network resilience requirements. 

Summary 

Resilient wide area networks can be achieved through a combination of 
partnering with service providers, intelligent network design, proactive 
network management, a disaster recovery program combining plans and 
regular testing, and an operational philosophy that blends performance with 
resilience and survivability. 

Preparing for a disaster: When remote employees 
overload your VPN 

Companies that support a work-from-home policy may be figuring on a 
nominal number of employees taking advantage of that option (perhaps 10 to 
20% of the employee population). Their wide area network's (WAN) remote 
access resources are usually configured to provide sufficient bandwidth and 
network licenses to support such a situation. 

Preparing for a disaster 

Back in 2009 when the swine flu outbreak posed a threat to employee health, 
IT and network managers suddenly found themselves facing the potential 
threat of a dramatic increase in employees wanting to work from home. 
Given that their remote network infrastructures were designed to support a 

http://searchenterprisewan.techtarget.com/tutorial/Best-practices-for-WAN-design-and-capacity-planning
http://searchenterprisewan.techtarget.com/definition/WAN
http://www.computerweekly.com/news/1280090247/Businesses-must-prepare-for-swine-flu
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specific number of users, network managers had to sharpen their pencils and 
devise ways to handle a sudden burst of remote employee access requests. 

Recognizing this concern, in 2009 Cisco conducted a survey, "Securing the 
Mobile Workforce," to learn how many businesses could permit all their 
employees to work remotely in the event of a natural disaster, pandemic or 
weather-related cause. They discovered that three out of four firms could not 
handle a sudden expansion of remote access to all employees. This is 
surprising, considering 71% of the survey respondents cited improved 
employee productivity and better work/life balance as the primary reasons for 
employee remote access. Further, 62% said that their current remote access 
solutions had resulted in increased employee productivity; 57% saw an 
increase in employee satisfaction; and 42% realized a reduction in overhead 
costs. 

What happens when VPN demand is too much 

While remote access is certainly an important business continuity (BC) 
strategy, the technical implications of a surge in remote access usage can be 
significant. While the technology to support remote access, usually virtual 
private networks (VPNs), is well established, several factors must be 
evaluated in an out-of-normal situation. The first is the availability of 
bandwidth to support the simultaneous usage of network resources by 
dozens and maybe hundreds of users. The second is the availability of 
licenses and network ports to handle the additional users. Both will take time 
to deploy, and in an emergency there may not be enough time. The results? 
Now-remote employees waiting for access may experience declines in 
productivity; this could spell disaster for the company. 

 

How to support a surge of remote workers during a disaster 

What options are available to address this situation? First, ask your network 
service providers what options they have available to handle surges of 
network access requests. Next, ask your network equipment suppliers what 
options they have available to provide an emergency supply of network 
licenses and ports. Also, ask the same vendors what options they have for 
you to quickly acquire (e.g., within 24 hours) the additional hardware and 
software to handle a surge. Incorporate the responses from your carriers and 
equipment vendors into your existing service-level agreements (SLAs) as 
part of your disaster recovery (DR) activities. Investigate similar offerings 
from other carriers and equipment vendors. It may be appropriate to contract 
with a second carrier, as well as alternate equipment sources. Contact major 
DR service firms, such as SunGard Availability Services and IBM Business 
Continuity and Resilience Services, to investigate their offerings. 

http://searchenterprisewan.techtarget.com/definition/virtual-private-network
http://searchenterprisewan.techtarget.com/definition/virtual-private-network
http://searchitchannel.techtarget.com/definition/service-level-agreement


 

Page 52 of 93  

  

¶ Contents 

¶ Good planning and 

management are key for 

business continuity and 

disaster recovery success 

 

¶ Recent storage and server 
developments ease BC/DR 
planning 
 

¶ Network disaster recovery 
planning and building 
resilient networks 
 

¶ Security an important part 
of BC/DR planning 
 

¶ BC/DR planning 
considerations for facilities 

 

Another option to consider is managed network service firms that provide 
remote access resources. Users with an emergency surge can connect to 
their corporate networks via secure VPNs the third party manages. One such 
example is PositivePRO, from ANXeBusiness Corp., a managed service for 
secure remote access by remote and mobile employees.Users download 
PositivePRO Connector software onto any server or PC/laptop. This 
accesses a VPN tunnel that connects to an ANX point-of-presence (POP), 
which then securely connects to the company's network infrastructure. This 
is an example of yet another way cloud technology can provide disaster 
recovery and business continuity support. 

Meeting VPN demands 

If you're concerned about the possibility of a surge in demand for remote 
network access, especially from DR and BC continuity perspectives, the time 
to start planning is now. Several options are available, as we have 
discussed. Examine the alternatives, compare pricing and availability, 
evaluate what changes your existing WAN infrastructure may need, and 
perhaps consider a hybrid arrangement (e.g., added infrastructure plus a 
cloud-based backup for heavy surges). Be sure to update your DR and BC 
plans accordingly, and include remote access in your DR test programs. 

How to ensure reliability in your organization’s voice/data 
network 

How do you ensure reliability in a voice/data network, say for example, 
during a power outage that would not normally affect traditional phone 
lines? 

Interestingly, a private voice/data network has a very good chance of being 
run over what might be called ―traditional‖ phone lines. Access from a local 
telephone company exchange to a company is likely to be over either copper 
or fiber-optic facilities provided by the local telephone company. Even 
Internet access is likely to be provided over telco-provided lines, despite the 
perception that the Internet is a unique entity. While it‘s true that a major 
power outage could disrupt networks inside the organization, especially if the 
access equipment is not on a battery backup or UPS arrangement, the 
likelihood of a telco-centered power outage is much less. 

Since voice/data networks today are comprised of many segments that can 
be provided by multiple carriers, the chances of a power outage affecting 
network performance is increased simply by the number of players. A few 
techniques to ensure resilience include 1) installing a diversely-run local 
access network to a different local telco, with no overlapping cable routes 
and manholes; 2) using free-space communications, such as point-to-point 

http://www.anx.com/
http://searchtelecom.techtarget.com/definition/point-of-presence-POP
http://searchnetworking.techtarget.com/news/1215533/Converged-voice-and-data-network-puts-shirts-on-cowboys-backs
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microwave to bypass the local loop; 3) obtaining service from multiple service 
providers so there is a backup carrier available; and 4) obtain service via a 
fiber optic ring, such as SONET, that has multiple access points and higher 
redundancy. 

How concerned should uses of VoIP be about security, particularly the 
chance of someone listening in on voice calls, etc.? 

In the days of traditional PBX or Centrex systems, the voice network was 
physically separate from any data networks. Today, with voice/data 
communications assets occupying the same network infrastructure, security 
is a big issue. Chances of unauthorized access to a VoIP system are 
comparable to those of a data network infrastructure. Thus, the same 
network protection schemes, such as firewalls, non-porous perimeters, 
intrusion prevention systems, antivirus/anti-spam software, running VoIP on 
separate subnets that do not overlap with existing data nets, should be used 
to prevent unauthorized entry into a VoIP infrastructure. 

What kind of IT infrastructure is needed for a robust voice/data 
network? 

If money is no object, a fully-meshed network is an ideal configuration. 
Diversely run network segments, e.g., going in different physical paths; and 
cross-connections to multiple, backed-up routers and switches, are another 
approach. Backup power systems for all critical infrastructure hardware are 
essential. Locating network equipment in secure equipment areas is 
important. It may be useful to utilize managed network services from 
experienced third-party firms as a supplement to the primary network. Even 
cloud-based network services could be a viable approach. 

What are some quick and easy tips to protect voice/data network 
infrastructures? 

Wherever possible, have backup network components, such as switches and 
routers. Build an inventory of spare parts and other relevant components, 
including routers, hubs, circuit boards and power supplies. Regularly rotate 
the spare parts and backup components into the operating network to ensure 
they work properly, and tag them accordingly. Test network recovery and re-
routing services to ensure they work properly. Don‘t assume the ―telephone 
company‖ will take care of failed network components. Those days are long 
gone, and it‘s now the user‘s responsibility to ensure network resilience. 

 

 

http://searchunifiedcommunications.techtarget.com/tip/Pulling-the-plug-on-desk-phones-and-PBX-phone-systems
http://searchsecuritychannel.techtarget.com/tutorial/VoIP-system-security-VoIP-security-issues-training-best-practices
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What are some tips to protect legacy (e.g., non-VoIP) PBX systems? 

Ensure that backup battery systems are working properly and are tested 
regularly, e.g., at least twice a month. Ensure that UPS equipment is 
regularly tested and backup systems are available. Periodically open the 
equipment cabinets and vacuum out the dust and other potentially damaging 
contaminants. Consider the secondary market, e.g., used equipment market, 
for obtaining spare phones, circuit boards, power supplies, cable and 
connectors and other necessary devices. Why pay full price? If the phone 
system is ten years old or older, you may not be able to get spares except 
through the secondary market. Test spare circuit board at least twice 
annually; connect make them into the live system to ensure they work 
properly, and tag them as to the date tested and results. 

How do you build a disaster recovery plan for voice/data infrastructure 
assets? 

The voice/data network DR plan development process is largely the same as 
for any server, data center, HVAC system, power supply or other component. 
Conduct a business impact analysis to identify the most important business 
activities supported by the networks; conduct a risk assessment to determine 
the threats to and vulnerabilities of the network. Devise strategies, such as 
reconfiguring the network design, to make the network more resilient. 
Develop plans that address recovery and restoration of critical network 
assets. Work closely with your equipment vendors and network service 
providers to determine what emergency arrangements they have to minimize 
network downtime. Obtain detailed step-by-step technical procedures you get 
from vendors, such as system restarts and database reloads, and 
incorporate them into the DR plan. Review your DR plans with vendors and 
carriers to validate your recovery procedures. Review and update the plans 
at least annually, or certainly when a major change to the network 
infrastructure occurs, such as upgrading of routers or switches. Exercise the 
recovery processes at least twice a year, if not more frequently. 

SECURITY AN IMPORTANT PART OF BC/DR PLANNING 

Learn how to protect your organization's data against theft or corruption from 
outside (or internal) attacks. As another important aspect of business 
continuity and disaster recovery planning, this section has info on security 
best practices, protecting intellectual property, access control, and 
encryption. 

 

http://searchdisasterrecovery.techtarget.com/Voice-communications-technology-disaster-recovery-planning-template
http://searchdisasterrecovery.techtarget.com/feature/Using-a-business-impact-analysis-BIA-template-A-free-BIA-template-and-guide
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
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Security incident response procedures: When to do a 
system shutdown 

More than ever, enterprises -- and society as a whole -- depend on 
computers and the systems that connect them together. At the same time, 
the attackers that target enterprises for their valuable information, or 
sometimes for political reasons, have never been more sophisticated, which 
has increased the pressure on enterprise security teams to be able to keep 
critical systems running securely and without interruption. 

Shutting down a system in response to an information security incident is one 
of the most drastic options that can be taken, but it might be the best option 
in certain scenarios. 

Occasionally, regardless of how well prepared an organization might be from 
a security perspective, an attack will leave the security team debating 
whether the risks involved with keeping a system running outweigh the 
potential impact of taking an infected or targeted system offline. How should 
a security team go about making that decision? What factors should be 
weighed? 

In this tip, we'll examine some common scenarios when a threat may require 
a system be shut down and how to prepare for such a scenario. 

System shutdown scenarios 

Shutting down a system in response to an information security incident is 
arguably the most drastic option that can be taken, but it might be the best 
option in certain scenarios. To determine whether a system shutdown is 
appropriate, organizations must look at the consequences of dealing with an 
incident versus shutting down the system. 

Obvious scenarios that could justify shutting a system (or parts of a system) 
down could involve a threat to someone's life, or if the consequences from 
the incident could put the organization, or one of its customers, out of 
business. For example, if there were a possibility that an attacker could gain 
control of a computer system that regulates traffic lights, it would likely be 
best to disable that system, and thus the traffic lights, because drivers would 
hopefully know to treat the non-working traffic signals like stop signs. The 
consequences of allowing the attacker to control the traffic lights, on the 
other hand, could be dire. 

These are extreme situations where the decision is easier to make, though; 
the more likely scenarios that enterprises could face will not be as drastic. 

http://searchsecurity.techtarget.com/podcast/Formulate-a-more-effective-information-security-incident-response-plan
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For instance, a system could be infected with a worm that is attacking other 
local systems, and removing the system from the network or turning the 
system off would prevent the worm from spreading to additional systems. 
Worms can spread quite quickly from one system to the next though, so 
deciding to turn a system off must be made rapidly. Such a decision would 
also depend on the security and availability controls implemented, including if 
there were controls in place that limited the compromise from spreading to 
the complete system versus just a compromised account. 

In a system that contains no sensitive data and only has availability 
requirements, the security team could just do a basic calculation of the cost 
incurred from the downtime versus the recovery cost from containing and 
remediating the compromised system, and then make a decision based on 
the numbers. There are also scenarios where a full system shutdown might 
not be necessary. For example, shutting down an external network 
connection to prevent an attacker from gaining additional access while a 
high-value system is investigated is often a preferred, less drastic approach. 

Of course, there are also scenarios where shutting a system down might be 
the worst option for responding to an information security incident. If an 
attacker has already compromised a local system, a system shutdown might 
destroy valuable evidence that could be used for forensics. Shutting down 
network connections, or possibly an entire network, could also destroy 
evidence that could be used in an investigation. It might be better to just 
unplug the network connection and investigate the system while it's still 
running, with the attacker unable to access the system. Individual enterprises 
would need to assess whether the potential value gained from such evidence 
would outweigh the need to shut down a system to prevent damage. 

How to prepare for a system shutdown 

Though shutting down a system is a drastic measure, there are some steps 
enterprises can take to prepare for such a scenario. First, gain a better 
understanding of what data is stored on the system and perform a business 
impact analysis (BIA). The BIA will document how important a system is to 
the business, what the system is used for and the impact of a potential 
outage. This will lead into developing a business continuity and disaster 
recovery plan (BCDRP), which is similar to an incident response plan in that 
they both need to be developed prior to an incident and periodically tested so 
if a shutdown becomes necessary, a playbook for dealing with the situation is 
on hand. 

Before shutting a system down as part of a response procedure to a security 
incident, it's critical to get authorization from the appropriate parties. In 
developing the BCDRP or incident response plan, establish a channel of 
communication with the necessary people, including the chief information 

http://searchsecurity.techtarget.com/answer/Does-Morto-worm-prove-inherent-flaws-in-Windows-RDP-security
http://searchsecurity.techtarget.com/tip/Ten-steps-to-a-successful-business-impact-analysis
http://searchsecurity.techtarget.com/tip/Ten-steps-to-a-successful-business-impact-analysis
http://searchsecurity.techtarget.com/answer/How-to-update-a-disaster-recovery-contingency-planning-strategy
http://searchsecurity.techtarget.com/answer/How-to-update-a-disaster-recovery-contingency-planning-strategy
http://searchsecurity.techtarget.com/tip/How-to-comply-with-updated-NIST-incident-response-guidelines
http://searchsecurity.techtarget.com/tip/How-to-comply-with-updated-NIST-incident-response-guidelines
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security officer, chief information officer, helpdesk, business owners and 
marketing so they will be able to quickly make an informed decision about 
potentially shutting down a system. If shutting the system down will 
essentially stop the organization's operations, senior management should be 
briefed. They will need to know the impact on the organization, the efforts 
already underway, potential costs and the impact of remediation. Who needs 
to know which details will vary depending on the organization and the 
available resources. 

Finally, remember a system shutdown does not actually secure the system 
and should not be the last step in your security incident response procedure. 
After shutting down a system the next step is remediating whatever security 
issue caused the situation in the first place. Remediation efforts could include 
patching a system, making a configuration change or restricting access to 
only trusted connections. How long this step will take depends on the results 
of the BIA and BCDRP; systems with high impact from downtime should be 
remediated quickly though. For example, a Web server with a Web 
application susceptible to an SQL injection vulnerability might be shut down 
while a patch is being developed, a Web application firewall is set up or the 
configuration is changed to remove access by the Web server to run 
commands on the system. 

Conclusion 

For an organization under attack, the most drastic course of action is 
sometimes the best (or only) one to take. Understanding the business impact 
from downtime for a particular system or network will help determine whether 
resources should be devoted to protecting a system under distress or if a 
system shutdown is more appropriate. Regardless of which option is the best 
in a given scenario, ensuring a plan and communication channels are in 
place prior to an incident is critical to minimizing the impact on your 
organization. 

IT security issues: The perception and deception of 
security 

For many companies, IT security issues are top-of-mind. 

Organizations are using multifactor authentication to ensure the end user is 
who they say they are. They implement tokenization to try to stop man-in-the-
middle hijacking of sessions. Businesses use encryption of data on the move 
and at rest, plus the use of VPNs for all sessions outside of the firewall. 
Enterprises also use anti-malware systems such as antivirus and distributed 
denial-of-service attack throttling. All are relatively common approaches to 

http://searchsecurity.techtarget.com/answer/How-to-prevent-SQL-injection-attacks-by-validating-user-input
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securing the organization's data and its availability to the right users. Many 
organizations have all of this in place, so are they secure? 

Unfortunately, a pure IT security approach can lead to a problem some 
organizations call a perception of security. It is all well and good to create a 
Fort Knox approach to IT security, but if physical security is more like a Swiss 
cheese, the business is not secure and intellectual property can still leak out 
all too easily. As an example, look at the politicians who carry a sheaf of 
papers that any press photographer in the vicinity can easily photograph. 

An organization needs to create a risk profile that it can form a full security 
policy around. In many cases, accidental information leakage by employees 
or others working with the organization, such as consultants and contractors, 
cause security issues within an organization. At a technical level, this can be 
dealt with through the use of tools -- such as data loss prevention (DLP) and 
digital rights management -- that can also help head off some of the more 
malicious attempts to redirect information. 

However, this still leaves the less technical areas of information security. 
Facilities need to work with the business in order to secure other possible 
sources of weak security that may be more under their control, such as 
printers, where "pull printing" (using PIN codes or tokens to release a print 
job at a specific printer) can ensure that confidential papers are not left lying 
around or are taken by the wrong person. Fax machines should be replaced 
with multifunction devices that feed into the standard IT environment using 
scan-to-fax technology so that DLP systems can be brought to bear on these 
as well. 

Even at a telephony level, it should be possible to put in systems that record 
a proportion of calls -- provided both the employee and the caller are aware 
the conversation may be recorded. Call recording cannot be used for 
dynamically cutting off a call, but can at least act as a deterrent for malicious 
security breaches, and can also be used for training purposes to show how a 
simple call can put at risk intellectual property through a slip of the tongue. All 
of these require facilities and IT to work closely together, as technology is 
brought in to help ensure the overall corporate security policy is more easily 
enacted. 
 
Organizations need to write into their contracts of employment what the 
physical security policies are, and what willful disregard of these policies 
means for the employee. For example, an organization should retain the right 
to search an employee and their bags at any time, and open any physical 
mail sent from within the organization to an external address. Upon leaving 
the organization, an employee must return all items containing corporate 
data and information or, if held on a device the employee owns through a 
bring-your-own-device system, be provably destroyed. Even at the extremes 

http://www.computerweekly.com/news/1280097306/Analysis-Have-pure-IT-security-firms-disappeared
http://searchdatacenter.techtarget.com/feature/Data-center-security-concerns-with-contractors-Advisory-Board-QA
http://whatis.techtarget.com/definition/data-loss-prevention-DLP
http://searchcio.techtarget.com/definition/digital-rights-management
http://searchdatacenter.techtarget.com/tip/Facilities-management-team-to-the-IT-department-Lets-work-together
http://searchconsumerization.techtarget.com/definition/BYOD-policy
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of securing intellectual property where (as yet) technology cannot be brought 
to bear, employees and partners need to understand that using knowledge 
that is in their heads against the business will result in possible sanctions 
right through to criminal proceedings where necessary. 

At the data center level, having great technical security still leaves the 
problems of physical security. Facilities can provide better data center 
security through the use of anti-ram raid bollards or barriers and high-quality 
closed-circuit television (CCTV) to put off those wanting to break in. This 
should be backed up with no windows in the facility -- this makes breaking in 
harder, but also stops anyone just looking into the facility and makes it harder 
to use vibration detection to pick up voice or RF detection to pick up electrical 
signals. Electricity and Internet cables should be armored as well to prevent 
malicious physical denial-of-service attacks. 

Multilevel security systems can then be applied for those who should have 
access to the facility: multifactor security on entry doors, maybe using 
biometrics and/or one-time passcodes, and tracking capabilities within the 
facility based on, for example, near-field communication or smart-card 
systems. Tracking of people via CCTV again helps to ensure "tailgating," 
where two people go through a door with a single security pass, is avoided. 
Physical cages within the data center operated by electronic locks can open 
only for those who are authorized to access specific machines -- and contract 
engineers brought in to carry out work can be given time-limited access to 
the physical systems. 

Total corporate security is not something that can be done through IT alone. 
This requires a mix of business-driven policy supported by physical and 
technical security operated in a seamless manner. To attain this, IT and 
facilities have to work more closely together -- or find themselves as the 
scapegoats when security is breached and the business demands to know 
why. 

Secure backups require more than just encrypting data 

When it comes to secure backups, your thoughts might automatically turn to 
various forms of backup encryption. Although encryption can go a long way 
toward securing your backups, there is a lot more to backup security than 
just encrypting data. 

Service account usage 

Some backup software products use a service account, which is a user 
account that is used to provide the security context under which a backup is 
run. Administrators should take steps to keep service accounts from 

http://searchdatacenter.techtarget.com/tip/Tips-for-data-center-physical-security
http://searchdatacenter.techtarget.com/tip/Tips-for-data-center-physical-security
http://searchsoftwarequality.techtarget.com/definition/denial-of-service
http://searchsecurity.techtarget.com/tip/How-to-begin-corporate-security-awareness-training-for-executives
http://searchdatabackup.techtarget.com/podcast/Data-security-and-backup-encryption-remain-critical
http://searchdatabackup.techtarget.com/tutorial/Data-backup-security-tutorial
http://searchsecurity.techtarget.com/definition/encryption
http://searchdatabackup.techtarget.com/tip/Top-10-things-to-ask-a-vendor-when-buying-backup-software
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becoming a potential security hole, because service accounts typically have 
access to the same data that the backup software is backing up. 

Not every backup product uses service accounts, but there are some general 
best practices for those that do. First, avoid using a service account to run 
backup agents if at all possible (most modern backup agents do not require a 
service account). It's better to use the Local System account instead. 

If the backup server requires a service account to communicate with 
protected servers or backup targets, then it is best to use a dedicated service 
account with a very strong password. 

Some administrators like to create a multi-purpose service account for the 
sake of convenience. For example, a single account might be used for typical 
backups, SharePoint, etc. From a security standpoint, however, doing so is a 
very bad idea. Service accounts are typically delegated special permissions 
that sometimes exceed those of an administrative account. 

If a single service account is used for multiple applications, then each 
application will grant the service account the necessary permissions needed 
for that specific application. Because multiple applications grant permissions 
to a single account, the account ends up receiving far more permissions than 
are needed for any one single application. As such, the service account ends 
up becoming a security risk. 

In addition to using dedicated service accounts, there are a few other best 
practices that you should follow. First, be sure to protect the service account 
with a strong password. 

Next, give the service account an inconspicuous name. If you were to name 
a service account BACKUP-SERVICE-ACCOUNT, then anyone who 
happens to be poking around your network will realize that the account is 
used as a service account for your backup software. You don't want to 
provide a potential attacker with a clear target. It is better to give the service 
account an inconspicuous name that blends in with the other naming 
conventions used on your network. 

Role-based access 

Most organizations have multiple employees who are able to perform backup 
and/or restoration operations, even if one person handles the bulk of the day-
to-day operations. 

http://searchstorage.techtarget.com/answer/Best-practices-for-backup-server-configuration
http://searchdatabackup.techtarget.com/video/Addressing-concerns-about-data-backup-and-restore-speed-of-tape
http://searchdatabackup.techtarget.com/video/Addressing-concerns-about-data-backup-and-restore-speed-of-tape
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Given the sensitivity of the data that is being backed up, be sure to put an 
appropriate level of audit logging into place and to practice the use of lowest 
privilege. 

Some organizations use a designated backup operator account rather than 
allowing those responsible for performing backups to log in using their user 
accounts. The idea is that backup operations typically require permissions 
beyond those that are normally granted to standard users. To minimize the 
risk of a security breach, backup operators in such organizations are 
instructed to use standard user accounts for day-to-day usage and to only 
use the "backup operator" account for performing backup operations. 

Although it is a good idea for the IT staff to use standard user accounts 
whenever possible, using one single "backup operator" for all backup and 
recovery operations presents security risks of its own. If multiple staff 
members use that account, then it becomes impossible to track who 
performed which backup or recovery operations. Audit logging can only be 
effective if you have a way of mapping an action to the person who 
performed it. So, it is a good idea to create two user accounts for each 
person who has access to the backups -- a standard account and a backup 
operator account that is uniquely theirs. 

Once unique accounts have been created for anyone who will have access 
to the backups, the next step is to assign each person an appropriate role 
according to the concept of least privilege access. For example, if your 
helpdesk staff is occasionally asked to restore files for end users, then they 
obviously need restoration rights, but they do not need the rights to create 
backups. 

Physical security 

One of the most important aspects of secure backups is physical security. 
This is especially true for organizations that use removable media for 
backups. Simply put, your backup servers, tape drives and so forth should be 
kept behind a locked door. Ideally, the door should use electronic locks that 
keep track of who has entered the room and when. Security cameras can 
also be used as a deterrent to tape theft. 

Even if tapes and tape drives are kept in a locked room, take additional 
measures to limit the opportunity for media theft. For example, you might 
schedule removable media backups in a way that ensures that the backup 
completes at a time when someone will be available to immediately move the 
media to a vault or to ship the media off-site. You don't want a backup tape 
sitting in a drive all weekend when nobody is in the office. 

http://searchsecurity.techtarget.com/answer/How-to-prevent-audit-logging-system-from-storing-passwords
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As you can see, there is a lot more to backup security than just encrypting 
data. Even though encryption is important, it is not a substitute for strong 
physical security and proper account usage. 

Preparing for an intentional attack on your primary data 
center 

While much of the debate on cybersecurity focuses on protecting data center 
network boundaries from unauthorized penetration and subsequent attacks, 
IT managers should not overlook the potential of a physical assault on their 
primary data center. And although the initial thought might be for an 
externally organized attack, don‘t overlook the potential for internal attacks 
on data center infrastructures. 

For example, utility access from the street into your data center may be 
underground via trenches or (preferably) hardened conduits, but at some 
point on their path from origin to your location, they are likely to be on 
telephone poles. And of course those poles -- and all the services they carry 
-- are prime targets for terrorists or other attackers. 

TIP: 

Contact your electric, telecom and cable television providers to find out 
exactly how your service is routed from their central offices to your site. See 
if there are alternate routes that may offer you some additional protection. 

About 10 years ago, following the Sept. 11 terrorist attacks, U.S. banking and 
finance sector regulators (including the Federal Reserve Bank, Office of the 
Comptroller of the Currency and Securities and Exchange Commission) 
issued an interagency white paper that recommended strategies to reduce 
the threat of attacks on banking sector information systems and networks. 
One of the recommendations was to set up a disaster recovery site 
approximately 500 miles from a primary data center, thus minimizing the 
chances of simultaneous attacks. This was subsequently reduced to about 
30 miles between sites. 

TIPS: 

Make sure your primary data center and disaster recovery site are sufficiently 
distant that they are less likely to experience simultaneous physical attacks. 

If you only have one data center, consider establishing a disaster recovery 
site using a third party that is located a sufficient distance from your primary 
data center. 

http://searchdatacenter.techtarget.com/definition/data-center
http://searchnetworking.techtarget.com/definition/network
http://searchnetworking.techtarget.com/tutorial/Network-penetration-testing-guide
http://searchdatacenter.techtarget.com/definition/data-center-infrastructure-management-DCIM
http://searchdisasterrecovery.techtarget.com/tip/Disaster-recovery-site-options
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Another way to reduce the chances of a physical attack is to locate your data 
centers in non-descript buildings, such as older and previously abandoned 
warehouses. This approach was successfully used by a number of Wall 
Street firms. 

If your data center is in a newer and more modern building, be sure that 
signage identifying the building is minimal. Donôt describe the buildingôs 
purpose with external signage. Instead, the company logo should be 
sufficient. 

Location, location, location 

If you are planning to build a new data center, or retrofit an existing building, 
site selection is probably the primary concern. 

TIPS: 

Be sure that you have access to resilient and (if possible) diversely routed 
utility services so that you can have at least two physical paths into your data 
center. Since many modern data centers have lights-out operation, they do 
not need to be located in proximity to the company CIOôs home, as has often 
been the case. 

Key design factors during the site selection process include utilities 
infrastructure, availability and capacity of fiber optic systems (especially dark 
fiber), natural and man-made risks and how well the physical perimeter of the 
data center can be secured. 

Location also means evaluating proximity to interstate and local highways, 
rail lines, airports, oil and natural gas pipelines, oil and gas storage facilities, 
canals, rivers and other bodies of water. 

TIPS: 

Check these external situations carefully when selecting a site. 

Try to locate the data center so that your security teams have a clear line of 
sight (e.g., directly and with security cameras) to the propertyôs perimeter, 
driveways and parking lots. 

In addition to cameras, consider the installation of chain-link fencing around 
the perimeter.  
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Several other safeguards, in addition to building access control and physical 
security systems equipped closed circuit television (CCTV) and motion 
detectors, should be considered. 

TIP: 

Include HVAC systems with centralized air intakes with specially designed 
filters that can block entry of hazardous airborne biological or chemical 
particles. 

Summary 

Protecting your information technology infrastructure requires a combination 
of physical and local safeguards. While much attention of late has focused on 
logical safeguards (e.g., intrusion detection systems and anti-virus software), 
be sure that your data center‘s physical infrastructure is also fully protected 
from attacks. 

Password-based authentication: A weak link in cloud 
authentication 

Technology has developed so rapidly in most areas of computing it is easy to 
overlook the areas that haven't developed in decades. Password-based 
authentication is probably one of the most critical technical functions that we 
all use every day, yet it hasn't evolved much since the first multi-user 
computer systems. We continue to use this archaic form of authentication out 
of convenience even as more secure methods are developed. Moore's Law 
marches on as well, which continually provides faster processors to crack 
password databases in less time. The dismal results of this continued focus 
on convenience over security were demonstrated this summer through 
password breaches at social networking giant LinkedIn, radio streaming 
service LastFM and online dating site eHarmony. 

These breaches demonstrate a potentially fatal flaw in using password 
authentication to protect cloud-based information assets. While the breaches 
occurred with consumer cloud services, commercial cloud providers often 
use the same technology. Consequently, companies looking to securely 
store proprietary information with a cloud-based provider will need to 
understand not just what cloud authentication is in use but how that 
authentication is implemented behind the scenes. This knowledge, coupled 
with an understanding of the encryption functions and attack methods, will 
help a company truly understand the risk of using a particular cloud provider. 

 

http://searchsecurity.techtarget.com/video/Secure-authentication-trends-Cloud-biometrics-next-generation-authentication
http://searchsecurity.techtarget.com/video/Secure-authentication-trends-Cloud-biometrics-next-generation-authentication
http://whatis.techtarget.com/definition/Moores-Law
http://searchsecurity.techtarget.com/news/2240151334/LinkedIn-investigating-user-account-password-breach
http://www.computerweekly.com/news/2240151900/eHarmony-Lastfm-join-LinkedIn-with-password-leaks
http://searchcloudsecurity.techtarget.com/tip/Cloud-authentication-Avoiding-SSO-land-mines-in-the-cloud
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Testing cloud password-based authentication 

Cloud providers have many options available to safely store password 
information but most use the same open-source hashing libraries. This is true 
of LinkedIn, LastFM, eHarmony and probably many other sites as well. A 
cloud provider following this model will only store an encrypted version of a 
password using a one-way cryptographic hash. 

There are some simple tests to verify that the cloud provider is using some 
type of password encryption. The first test is to request a password reset. If 
the password is emailed back in clear text, that's an obvious failure that 
shows the provider is storing the password in clear text without any 
encryption. The other test is simply to examine the characters that can be 
used to create the password. If the system restricts special characters from 
being used in the password, it's a good possibility the password is stored in 
clear text. The reason for this is that SQL databases interpret certain special 
characters as providing special functions and not as simply as data, so they 
need to be restricted. A system that fails either of these tests should not be 
trusted with any confidential data. 

Password hashing 

Hashing tools are built into Linux distributions and provide a good platform 
for understanding password encryption. These tools are available for 
Windows as well for those not comfortable with the Linux command line. 
Enter the following at a command prompt in your favorite Linux distribution to 
generate an MD5 encrypted hash: 

echo –n 'asdfghj'|md5sum>password.txt 

This combination of commands sends the text string "asdfghj" through the 
md5sum command and redirects the output to password.txt. The text string 
"asdfghj" should now be represented by the encrypted hash of 
"c83b2d5bb1fb4d93d9d064593ed6eea2." This is how the password would 
be represented in the database of a cloud provider such as eHarmony. The 
cloud provider does not know what the original password was nor can it 
reverse the encryption to recover the password. 

This is where Moore's Law turns into a detriment instead of a benefit. The 
one-way encrypted hash algorithm was conceived when processors lacked 
the performance required to compute all of the possible combinations in a 
reasonable amount of time. In the past, the only way to attack these hashes 
was to attempt to brute-force the encryption, which took months or years. 
Today, pre-computed (rainbow) tables of encrypted hashes encompassing all 
possible combinations are freely available for download. An attack on 
password-based authentication then becomes a simple comparison function 
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between the rainbow tables and the target hashes. This is an easy task for 
modern computing hardware. 

Modern cracking programs utilize high-end video cards to boost performance 
of the CPUs to further reduce the time necessary for matching hashes. 
These graphic processing units (GPUs) were designed to do the high-end 
math necessary to render modern 3D video games. They are often faster 
than the CPU at these predefined tasks and contain much faster memory 
and wider I/O channels to facilitate rapid computation. This design element 
has an unintended consequence: These GPUs are well-suited for cracking 
encryption. For example, a single GeForce GTX 680 contains 1536 cores 
that can be put to work matching hashes to rainbow tables. 

Cracking password-based authentication 

I evaluated several tools that use GPUs in order to accelerate the rainbow-
table hashing matching process. Each tool has its strengths and 
weaknesses; some are strong on SHA1 or MD5 hashes, while others are 
focused on cracking Microsoft Windows NTLM hashes used in enterprise 
networks. I focused on Crytpohaze GRTCrack, as it supports multiple types 
of hashing algorithms as well as both GPU manufacturers, AMD and NVIDIA. 
It also runs equally well on 64-bit Windows or Linux and is fairly easy to set 
up with rainbow tables. It can even be run on an Amazon EC2 instance, if the 
appropriate hardware is unavailable. 

Cryptohaze GRTCrack uses rainbow tables that can be downloaded, but only 
limited lengths are available due to size restrictions. The password length 
determines the number of possible password combinations; these file sizes 
vary greatly from 41 GB for a seven-character table to a whopping 1.4 TB for 
an eight-character table. The addition of a single character increases the size 
of the size of the file by over 3,400%. The massive increase in size 
demonstrates how password length is crucial when using cloud-based 
services; it's much faster to evaluate 41 GB of hashes than 1.4 TB.    

I now had all the components in place to run Cryptohaze against the 
password.txt file that I generated earlier. The format of the command is: 

GRTCrack-OPenCL -h MD5 -f password.txt 
/pathtorainbowtables/rainbowtable.grt 

The results showed up on my very modest test rig in a very short 15 seconds 
with the decrypted password "asdfghj." Password hashes are easily 
bypassed even with low-end hardware. 

 

http://searchsecurity.techtarget.com/answer/Use-SHA-to-encrypt-sensitive-data
http://searchsecurity.techtarget.com/definition/MD5
http://msdn.microsoft.com/en-us/library/windows/desktop/aa378749%28v=vs.85%29.aspx
http://sourceforge.net/projects/cryptohaze/
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Strengthening password-based authentication 

There are several ways to limit the effectiveness of these powerful password 
cracking tools. The first is to utilize salted hashes. A salt is randomly 
generated information that is added to the data before running through the 
hashing process. This way the encrypted value cannot be pre-computed, 
rendering rainbow tables useless for cracking the password. The salt will 
have to be stored in the database, which could get compromised. However, 
the salt should be different for each password, which will dramatically 
increase the amount of time necessary to decrypt each record. LinkedIn is 
adding salt to all accounts as passwords are changed or created, to increase 
security since its breach. 

Two-factor authentication is another method that may be required to increase 
security when authenticating to cloud-based services. The Google 
Authenticator is a free tool for adding two-factor authentication to Google 
accounts, but it can also be added to Linux systems as well. Many of the 
newer Linux distributions already include the code necessary to use Google 
Authenticator. This is an inexpensive way to add additional security to 
prevent unauthorized access, even in the event of a hashed password 
breach. 

One thing is certain: Technology will continue to advance, making password-
based authentication for cloud services less viable in the future. Password 
length will need to increase until the point that it becomes impractical to 
manage. Companies looking to use cloud-services need to investigate the 
type of password hashing and the use of salted hashes when evaluating 
potential cloud providers. Security professionals need to keep current on 
password hashing technologies as well as new attack vectors in order to 
effectively manage this ever-evolving type of risk. 

Protect intellectual property with data breach prep, cost 
analysis 

In the underground market economy, data is a valuable commodity, and 
much like any other market economy, principles of supply and demand drive 
it. As risks increase and profits decline, cybercriminals are constantly looking 
for the next cash cow. 

The stakes are high for any breached party; compromised IP can deal a 
significant blow to both a firm's long-term competitiveness in the market and 
its brand. 

Consider that the price for a simple Social Security number has fallen to as 
little as $1. The price for a medical identity in the U.S. is $20. As consumers, 

http://searchsecurity.techtarget.com/definition/salt
http://blog.linkedin.com/2012/06/09/an-update-on-taking-steps-to-protect-our-members/
http://blog.linkedin.com/2012/06/09/an-update-on-taking-steps-to-protect-our-members/
https://support.google.com/accounts/bin/answer.py?hl=en&answer=1066447&ctx=cb&src=cb&cbid=1dcq10of2701w&cbrank=0
https://support.google.com/accounts/bin/answer.py?hl=en&answer=1066447&ctx=cb&src=cb&cbid=1dcq10of2701w&cbrank=0
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security professionals and law enforcement agencies step up efforts to thwart 
the theft of credit card and personal data, the resale value and shelf life of 
such data diminishes. As a result, confidential corporate information, such as 
customer lists, product plans and strategy roadmaps, financial information, 
and intellectual property (IP) (such as trade secrets and formulas) become 
even more lucrative and attractive. According to the FBI, corporate 
espionage has cost U.S. companies more than $13 billion since October 
2011. 

Security and risk professionals are already keenly aware that protecting data 
is vital to an organization's continued success and growth. In fact, the results 
of Forrester Research's Forrsights Security survey indicated that data 
security is a high or critical concern for 91% of respondent organizations. 
However, as the threat landscape continues to evolve, chief information 
security officers must adjust their risk management strategies accordingly to 
counter the next frontier: the theft and protection of intellectual property. 

Protect intellectual property to protect the business 

Organizations of all sizes must be wary of IP threats coming from a variety of 
attackers, but according to Verizon's 2012 Data Breach Investigations 
Report, large organizations are more likely overall to have sensitive 
organizational data, trade secrets or classified information compromised in a 
breach. For a company's competitors, stealing such information directly -- or 
purchasing it on the side -- can shave off years and millions, if not billions, of 
dollars in research and development. The theft also provides a deep insight 
into what the company is thinking and doing. 

It would be naïve to assume that no company or government entity would 
engage in such activities themselves or pay for others to acquire this 
information. While most organizations are ethical and would not resort to 
such practices, some individuals may certainly push the limits for personal 
gain. For example, Pepsi Co. alerted Coca-Cola Co. when it was approached 
by a Coke employee with an offer to sell Coke's trade secrets; in all, this 
would have netted the thief $1.58 million. Similarly, Chinese car 
manufacturers, by cloning or reverse-engineering competitors' automobiles, 
have reportedly been able to save millions in development costs. 

Regardless of the source -- insiders, rival business entities, organized crime, 
nation-states -- stolen IP and confidential company information can mean a 
big payday, whether such information is turned over for immediate financial 
rewards or used to further an attacker's own future economic interests. The 
stakes are high for any breached party; compromised IP can deal a 
significant blow to both a firm's long-term competitiveness in the market and 
its brand. Though the impact may not always be felt immediately, the result 
of IP theft can be similar to a death by a thousand paper cuts. 

http://whatis.techtarget.com/definition/intellectual-property-IP
http://www.forrester.com/Understand+The+State+Of+Data+Security+And+Privacy+2012+To+2013/fulltext/-/E-RES82021
http://searchsecurity.techtarget.com/answer/How-to-protect-intellectual-property-from-hacker-theft
http://searchsecurity.techtarget.com/news/2240169102/Verizon-DBIR-analysis-finds-intellectual-property-theft-takes-years-to-detect
http://searchsecurity.techtarget.com/news/2240169102/Verizon-DBIR-analysis-finds-intellectual-property-theft-takes-years-to-detect
http://searchsecurity.techtarget.com/tip/Employee-risk-assessment-Helping-security-spot-high-risk-employees
http://searchsecurity.techtarget.com/tip/Employee-risk-assessment-Helping-security-spot-high-risk-employees
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Why preparing for theft is critical for minimizing losses 

Sun Tzu said that if you are "ignorant both of your enemy and yourself, you 
are certain to be in peril." Can you identify IP within your organization? Do 
you know where your organization's IP is stored and how it's protected? Do 
you know its value, and thus, the cost to your organization should it be stolen 
or compromised? By assuming that information assets will be lost or 
compromised, data breach planning and cost analysis can help identify 
vulnerable assets, show the cost implications of a breach, help prioritize 
protection efforts and justify current and future security investments. 

At a basic level, this may involve taking an inventory of information assets 
and estimating their value while reviewing what an organization's incident 
response plan would involve to help determine a simple approach for 
estimating breach clean-up costs. For example, are there provisions in the 
plan to bring in external remediation and forensics experts, call center 
support or other services? If so, some of these costs can be estimated in 
advance. 

At an advanced level, an analysis of the value of an organization's 
information assets via the estimated benefits derived from, and costs 
associated with, the loss of an asset will provide a more disciplined approach 
and framework for prioritizing security spending where it matters most. This 
is based off of Forrester's definition of information value, where the value of 
information is a percentage (up to 100%) of the current and future revenue 
the information will produce minus the direct and indirect costs needed to 
produce, manage and protect the information. The goal is to identify the 
value of an information asset, and then determine if the current effort and 
costs to protect it are adequate given its value to the organization. 

Prepare for IP theft 

The costs associated with IP theft can be devastating for a business, which is 
why preparations must be made in advance of a data breach. To protect 
intellectual property, an organization must first assess the value and location 
of its IP, and then make the necessary adjustments and investment for data 
protection. With the necessary preparations, IP theft costs can be minimized 
and the business can continue to be competitive. 

BC/DR PLANNING CONSIDERATIONS FOR FACILITIES 

From protection against natural events to setting up a secondary disaster 
recovery site or alternative workspace, BC/DR planning for an organization's 
facilities encompasses a wide variety of factors. Some factors may apply to 
many organizations, while others will be business-dependent. This articles 

http://searchsecurity.techtarget.com/tip/Why-the-role-of-a-CISO-can-reduce-the-average-cost-of-a-data-breach
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listed in this section contain information about emergency power supplies, 
fire suppression, conducting damage assessments and more. 

Prepare for a data center resilience assessment 

If your organization has one or more data centers, you must ensure they are 
resilient to situations that may threaten their continued operation. 

Data centers today are often housed in anything from reconstituted 
warehouses to floors in office buildings to hardened buildings designed to 
withstand earthquakes, hurricanes, tornadoes and other events. 

While each of these site options can support a data center, you must 
determine if a specific type of building can effectively address the potential 
threats to your data center. In this article, we‘ll provide tips to help you 
ensure that your data centers are resilient and recoverable. 

At the beginning of a data center resilience assessment, perform the 
following baseline activities: 

1. Determine if your data center is physically located in a low- to moderate-
risk area, e.g., one that has a low probability of natural disasters, such as 
earthquakes and severe weather; access to two or more power grids for 
redundant power; located on high ground to minimize the threat of flooding; 
not close to major highways, railways or rivers. 

2. If your data center site is not located in an area that has one or more of the 
above criteria, it may be at a greater risk, so conduct a risk assessment that: 

* Identifies in what ways the data center may not be resilient and survivable 

* Identifies and analyzes threats to continued data center operations, such as 
natural disasters, human actions such as theft and vandalism, physical 
security breaches, and environmental threats, such as chemical spills 

* Identifies the presence of management, operational and technical controls 
that address these issues 

The following tables examine these issues more closely, and provide tips for 
addressing each area of concern.  

Table 1 ï Management, Operational and Technical Controls 

http://searchdatacenter.techtarget.com/definition/data-center
http://searchdatacenter.techtarget.com/tutorial/Data-center-disaster-recovery-planning
http://searchdatacenter.techtarget.com/tutorial/Data-center-disaster-recovery-planning
http://searchdisasterrecovery.techtarget.com/tip/Preparing-natural-disaster-scenarios-for-BC-DR-exercise-planning
http://searchdisasterrecovery.techtarget.com/tutorial/Local-area-network-disaster-recovery-tutorial-Redundant-power-systems-and-planning-key-for-LAN-DR
http://searchdisasterrecovery.techtarget.com/tutorial/Local-area-network-disaster-recovery-tutorial-Redundant-power-systems-and-planning-key-for-LAN-DR
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Control Issues to Address 
Tips for Addressing the 
Issue 

Risk and threat 
assessments 

Have risk and threat 
assessments been 
recently conducted? 

  

¶ Schedule and 
conduct an 
annual risk and 
threat 
assessment that 
examines both 
internal and 
external threats  

¶ Update data 
center emergency 
plans based on 
risk assessment 
results  

Insurance Has insurance been 
obtained to address 
potential data center 
disruptions? 

¶ Review insurance 
coverage for the 
data center  

¶ Update coverage 
as needed  

Service level 
agreements 

¶ Have service 
level 
agreements 
been 
established with 
data center 
vendors?  

¶ When were 
SLAs last 
reviewed and 
updated?  

¶ Ensure that SLAs 
are in place  

¶ Ensure SLAs 
address systems 
and services that 
may be affected 
in a disaster  

Site security ¶ Does a site 
security plan 
exist?  

¶ Are site security 
systems 
appropriate for 
the data 

¶ Prepare a site 
security plan and 
test it at least 
annually  

¶ Ensure that 
security systems, 
e.g., closed circuit 
cameras, access 

http://searchsecurity.techtarget.com/tip/How-to-implement-an-enterprise-threat-assessment-methodology
http://searchsecurity.techtarget.com/tip/How-to-implement-an-enterprise-threat-assessment-methodology
http://searchdisasterrecovery.techtarget.com/Free-service-level-agreement-template-for-disaster-recovery-programs
http://searchdisasterrecovery.techtarget.com/Free-service-level-agreement-template-for-disaster-recovery-programs
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center?  control systems 
are regularly 
tested  

Documentation ¶ Are all data 
center 
operational 
procedures 
documented?  

¶ Are emergency 
procedures 
documented?  

¶ Ensure that data 
center operational 
procedures are 
documented and 
reviewed annually  

¶ Ensure that data 
center emergency 
procedures are 
documented and 
reviewed annually  

Backup hardware and 
software 

¶ Are critical 
hardware 
devices, e.g., 
servers, backed 
up?  

¶ Are data 
storage 
systems, 
including SANs, 
backed up?  

¶ Are there 
backup copies 
of critical 
applications 
that can be 
used for 
recovery?  

¶ Are backup 
networking 
devices, e.g., 
routers, 
switches, 
firewalls 
available  

¶ Ensure there are 
backup systems 
and components 
where possible  

¶ Store them in 
secure locations 
with HVAC in 
place  

¶ Keep an up-to-
date inventory of 
all backup assets  

Emergency 
procedures 

¶ Are there 
incident 
response 

¶ Ensure there are 
procedures in 
place to respond 
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procedures  

¶ Are there 
evacuation 
procedures?  

¶ Are there 
procedures for 
unauthorized 
access?  

¶ Are there 
procedures for 
terrorism or 
similar events?  

¶ Are there 
procedures for 
theft or 
vandalism?  

¶ Are there 
procedures for 
an active 
shooter?  

¶ Are there 
technology 
disaster 
recovery plans?  

to incidents that 
could threaten the 
data center  

¶ Ensure that all 
procedures are 
documented  

¶ Ensure that all 
emergency 
procedures are 
regularly tested  

Alternate data center 
options 

¶ What happens 
if access to the 
data center is 
prohibited?  

¶ What happens 
if the data 
center is no 
longer 
functional?  

¶ Develop a 
recovery plan for 
the data center  

¶ Identify other 
company sites 
that could be 
configured to 
back up the data 
center  

¶ If no alternate 
data center option 
is available, 
consider a third-
party or cloud-
based data center 
operations option  

Table 2 ï Natural Threats 
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Threat Issues to Address 
Tips for Addressing the 
Issue 

Earthquake Can the data center 
withstand the impact 
of earthquake-induced 
vibrations or earth 
movement? 

¶ Determine the 
earthquake 
readiness of the 
building  

¶ Ensure that 
employees can 
safely evacuate if 
needed  

¶ Ensure that 
emergency 
procedures are 
developed and 
tested for 
earthquakes  

Flooding Is the data center 
protected by a 
capability to divert or 
resist floodwaters? 

¶ Prepare sandbags 
for flooding  

¶ Ensure that sump 
pumps are 
available  

¶ Ensure that 
employees can 
safely evacuate  

¶ Ensure that 
emergency 
procedures are 
developed and 
tested for flooding  

Lightning Can the data center 
withstand the impact 
of lightning strikes? 

¶ Regularly check 
condition of 
lightning protection 
systems  

¶ Ensure the 
availability of surge 
protection 
equipment on 
critical power feeds  

¶ Test and verify 
building grounding  
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High winds from 
storms, tornadoes 

Can the data center 
resist high winds and 
flying debris? 

¶ Determine the high 
wind readiness of 
the building  

¶ Ensure that 
employees can 
safely evacuate if 
needed  

¶ Ensure that 
emergency 
procedures are 
developed and 
tested for high 
winds  

Severe cold/heat Can the data center 
maintain a livable 
operating environment 
via its HVAC systems? 

¶ Ensure that HVAC 
systems are 
properly maintained 
and tested 
regularly, e.g., 
monthly  

Table 3 ï Human and Security Threats 

Threat Issues to Address 
Tips for Addressing the 
Issue 

Civil disorder, 
terrorism, vandalism, 
unauthorized access 

1. Is the data 
center secure 
from 
unauthorized 
access?  

2. Can the staff 
safely evacuate 
in such an 
event?  

¶ Ensure that 
building security 
systems are 
operational  

¶ Ensure that 
employees can 
safely evacuate if 
needed  

¶ Ensure that 
emergency 
procedures are 
developed and 
tested for 
building security  

¶ Ensure that 
emergency 
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procedures are 
developed and 
tested for civil 
disorder and 
related events  

¶ Ensure that 
security guards 
are available at 
building 
entrances  

¶ Ensure that 
security cameras 
can record 
events inside and 
outside the 
building  

Table 4 ï Environmental Threats 

Threat Issues to Address 
Tips for Addressing the 
Issue 

Power failure 1. Loss of 
commercial 
power  

2. Power 
protection 
systems, e.g., 
surge 
suppressors  

3. Backup power 
systems  

4. Fuel supply for 
diesel or natural 
gas generators  

¶ Work with local 
power company to 
assess options for 
power supplies  

¶ Connect power 
protection devices 
throughout the 
data center to 
protect systems  

¶ Ensure that power 
failures trigger 
notification alarms  

¶ Invest in backup 
power systems, 
e.g., generators 
and UPS devices  

¶ Regularly test 
backup power 
systems  

¶ Top up fuel tanks 
regularly; have at 
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least two 
suppliers 
available  

Communications 
failure 

¶ Loss of network 
access from 
building to local 
carrier  

¶ Loss of Internet 
access  

¶ Ensure that local 
access services 
are delivered in 
secure conduit 
from the street  

¶ Consider alternate 
feeds into the 
data center for 
redundancy  

¶ Ensure that 
Internet access is 
protected and 
redundant  

¶ Regularly test 
network services 
to ensure 
availability  

HVAC system failure Loss of A/C, heating, air 
filtering systems 

¶ Ensure that HVAC 
systems are 
operational and 
regularly tested  

¶ Ensure availability 
of backup power 
systems for HVAC 
systems  

¶ Consider 
redundant HVAC 
systems  

¶ Ensure that HVAC 
failures trigger 
notification alarms  

Fires Can the data center 
respond to internal and 
external fires? 

¶ Ensure that fire 
suppression 
systems are 
operational and 
regularly tested  

¶ Install ―kill 
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switches‖ to halt 
an accidental 
system discharge  

¶ Ensure there are 
a sufficient 
number of fire 
extinguishers  

¶ Ensure that 
employees can 
safely evacuate if 
needed  

¶ Ensure that 
emergency 
procedures are 
developed and 
tested for fires  

Water quality issues, 
e.g., pollution 

¶ Are there 
procedures for 
monitoring 
water quality?  

¶ Are there water 
filtration 
systems?  

¶ Is internal 
plumbing 
located away 
from critical 
systems to 
prevent water 
damage?  

¶ Are alternative 
water sources 
and supplies 
available?  

¶ Work with building 
owner to 
coordinate 
primary water 
supply monitoring 
and emergency 
procedures  

¶ Work with building 
owner to 
coordinate backup 
water sources  

Hazmat incidents ¶ Are there 
procedures for 
analyzing 
hazardous 
materials 
incidents?  

¶ Are emergency 
procedures in 

¶ Coordinate 
hazmat 
procedures with 
local 
environmental 
management 
organizations  

¶ Establish 
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place to deal 
with hazmat 
conditions?  

emergency 
procedures to 
deal with hazmat 
conditions  

Summary 

As you can see, there are many issues to address when building resiliency 
into a data center. Whether you are building a new data center, moving to a 
different data center site or upgrading an existing facility, be sure to address 
these issues as part of the overall building design and/or build-out to protect 
your data center investments. 

 Evaluating emergency power supply options 

What should I consider when evaluating emergency power supply 
options? For example, how do I choose between a gas-powered 
generator versus a battery-powered emergency power supply? 

Before evaluating emergency power systems, first determine your power 
requirements in a disaster situation. Assuming normal power requirements 
are known and quantified, the next step is to determine the emergency power 
requirements. 

Identify the minimum configuration of systems and office equipment in a 
disaster mode. Next, work with the facilities department to determine power 
requirements for HVAC, office lighting, laptops, security systems, network 
equipment and other office devices. Once your emergency power supply 
needs are quantified, begin researching emergency power options. Two 
primary selection criteria are the amount of power needed and the maximum 
amount of time that emergency power will be needed. 

A larger, free-standing generator (e.g., diesel, propane or natural gas) will 
provide sufficient power for extended periods of time but will need external 
fuel supplies, frequent testing and proper connections into the existing power 
infrastructure. 

Batteries and motor generators provide higher levels of power but for a 
limited amount of time. Lower-cost uninterruptible power systems include a 
rechargeable battery and provide power to a variety of loads. These are 
popular with servers, network equipment and even laptops, based on power 
requirements. The availability of emergency power is limited compared with 

http://searchdatacenter.techtarget.com/tip/Best-practices-for-backup-power-maintenance
http://searchdisasterrecovery.techtarget.com/tip/Tips-on-power-system-protection
http://searchdisasterrecovery.techtarget.com/tip/Tips-on-power-system-protection
http://searchdatacenter.techtarget.com/feature/Choosing-UPS-systems-for-the-data-center
http://searchdisasterrecovery.techtarget.com/feature/Data-center-emergency-power-strategies-in-disaster-recovery-planning
http://searchdatacenter.techtarget.com/tip/Does-UPS-maintenance-go-to-IT-or-the-facilities-management-team
http://searchdisasterrecovery.techtarget.com/tip/Properly-sizing-your-uninterruptible-power-supply-for-disaster-recovery-purposes
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larger fuel-based systems, but may be sufficient to protect critical systems by 
supporting a graceful power-down activity. 

Make your selection based on cost, power requirement and the length of time 
that backup power will be needed. The greater the amount of power and the 
time power will be needed, the greater the likelihood that free-standing, fuel-
based systems will be used. 

Diesel vs. natural gas generator for data center disaster 
readiness 

We are getting a new generator for our business. What do you 
recommend, diesel or natural gas? What are the pros and cons of 
each? 

First, determine your electrical requirements (e.g., voltage range) and the 
potential duration of use (e.g., hours, days or weeks) in an emergency. Next, 
evaluate the options for both natural gas and diesel generators. In both 
cases, a key disaster readiness requirement is a reliable source of fuel (as 
well as one or more backup sources). Consider natural gas generators for 
small to medium applications and diesel generators for medium to very large 
requirements. 

Advantages for natural gas generators over diesel technology include lower 
cost of operation, large range of system sizes and outputs for a variety of 
applications, environmental friendliness (very clean, low emissions), lower 
cost than diesel fuel and good availability. Disadvantages when it comes to 
disaster readiness include being more expensive to run than diesel 
generators, potential explosions if gas line is ruptured and loss of supply if 
natural gas pipelines are damaged from a disaster. 

By contrast, diesel fuel is more cost effective and provides better 
performance in terms of more energy per unit of fuel than natural gas. 
Additional disaster readiness advantages include reduced chance of fires 
and the ability to operate for extended periods of time, which is very 
important for hospitals, manufacturing plants and any other business that 
needs uninterrupted power. Disadvantages of diesel generators include 
noise (although this has been improved in recent years), size and weight 
(especially for smaller portable applications). 

Criteria for staffing a disaster recovery site 

Having a disaster recovery (DR) site is an important part of a disaster 
recovery plan. Whether your DR site is a hot site or a cold site, it's crucial to 

http://searchcio-midmarket.techtarget.com/definition/voltage
http://searchstoragechannel.techtarget.com/tip/For-disaster-readiness-DR-monitoring-backup-reporting-tools-give-customers-confidence
http://searchdisasterrecovery.techtarget.com/answer/Evaluating-emergency-power-supply-options
http://searchdisasterrecovery.techtarget.com/tip/Tips-on-power-system-protection
http://searchdatacenter.techtarget.com/news/1267094/New-low-sulfur-diesel-may-hinder-data-center-generators
http://searchdisasterrecovery.techtarget.com/tip/Disaster-recovery-site-options
http://searchdisasterrecovery.techtarget.com/tip/Top-five-free-disaster-recovery-plan-templates
http://searchdisasterrecovery.techtarget.com/tip/Top-five-free-disaster-recovery-plan-templates
http://searchdisasterrecovery.techtarget.com/answer/Whats-the-difference-between-a-hot-site-and-cold-site-for-disaster-recovery
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have one you can use during a disaster to get your IT operations back up 
and running to prevent downtime in your company. However, how do you go 
about staffing your disaster recovery site? What types of procedures should 
your staff follow? And how do staffing requirements differ in hot and cold 
disaster recovery site environments? 

Harvey Betan, an independent business continuity (BC) consultant, 
discusses what you need to remember when staffing a DR site, and what to 
do to ensure your recovery site runs smoothly in this Q&A. His answers are 
also available as an MP3 below. 

 How many people should you have staffing your disaster recovery 
site? How do you determine that? 

Obviously there's no set number. It's going to depend on the emergency. 
Sometimes you may need additional staff if you have additional shifts that 
need to be put in or staggered shifts. So there's no real number. You 
probably would need additional staff when you start up, and less later on, or 
vice versa depending on what kind of disaster recovery site you have. 

 Do staffing requirements differ in hot site and cold site environments? 
How? 

Yes, very much so. A hot site environment means that everything should be 
set up and your hardware should already be running. But there may be some 
work needed to ensure the environment is operational; make sure that all of 
the equipment is talking to each other and is working in the aggregate group. 

A cold site is very different because you have set up all your equipment and 
possibly even build new racks; that may add a lot of time and probably 
require additional resources. There are a lot of things you need to think about 
in a cold site environment. You might need to have more staff on hand when 
you begin building, and that staff doesn't need to be technical. However, 
you'll need more technical staff as you're getting your environment set up. So 
there is a big difference between staffing a hot site and a cold site, but there 
are no clear cut numbers on how many people you need in each type of 
environment. 

 What types of procedures and regulations should a staff at a disaster 
recovery site follow when preparing for a disaster? What about during a 
disaster? 

What you have to remember is that during a disaster or after an event 
occurs, there's going to be a lot of pressure to get a lot of things done 
quickly. You can never really anticipate when a disaster is going to occur. 

http://searchdisasterrecovery.techtarget.com/tip/Disaster-recovery-site-requirements-Building-your-own-DR-site
http://searchdisasterrecovery.techtarget.com/tip/Disaster-recovery-sites-How-to-choose-the-correct-location
http://searchdisasterrecovery.techtarget.com/tip/Ten-questions-to-ask-your-hot-site-provider
http://searchdisasterrecovery.techtarget.com/news/1326294/Hot-site-or-cold-site-How-to-choose-the-best-disaster-recovery-strategy
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Most people run a disaster recovery test or BC test at 7:00, 8:00 or 9:00 in 
the morning, but there's no guarantee that you're going to be at your 
recovery site when a disaster occurs. You may very well have to arrive at a 
site at 11:00 p.m. after a long day of work, and need to begin to set up the 
recovery site environment. In that case, you may want to stagger the number 
of people you may have working at a recovery site. 

As for the procedures, the more of your DR plan that you have written down 
in step-by-step procedures, the easier it will be to follow, especially during 
the crunch mode of a recovery. And you should have a disaster recovery 
procedure written so that someone with equal background can follow the 
steps, because in a disaster situation, you may have a mainframe person 
setting up the servers because you had to change the staff around a little bit. 
But if you have written procedures, this task becomes a lot easier. 

One more added issue is the time constraints when you're doing a recovery; 
a lot of things are going on at the same time. You may be tired and stressed 
out, but if you have things written down step-by-step, it makes things a lot 
easier to follow and a lot easier to keep your concentration focused. 

 When should you hire an outside staff to man your recovery site vs. 
sending someone internally from your team? 

This is going to depend on your recovery site and what staff is available. 
Also, keep in mind that the person who writes the procedures may not be the 
person who actually does the operation. You may have to hire an outside 
staff to assist and supplement your recovery site staff, especially these days 
when people are running lean and mean. 

Whether you are hiring an outside staff or sending someone internally from 
your team, you need to know which kind of staff you need to bring in. Do you 
need a senior staff? A low-level staff? This all depends on what you have to 
get done at the recovery site. Again, if you have the written procedures done, 
you can bring someone in and hand them a sheet of paper and tell them to 
follow the procedures. And in order to determine what kind of outside staff 
you need to supplement your own staff depends on whether or not you have 
a hot site, a cold site, what you have to rebuild and what your priorities are. 

Fire suppression systems and your data center disaster 
recovery plan 

To better understand fire suppression systems capabilities and limitations, 
it's important to understand the types of fires they are designed to suppress. 
In North America, there are five fire classes: 

http://searchdisasterrecovery.techtarget.com/feature/Disaster-recovery-testing-strategies
http://searchdisasterrecovery.techtarget.com/tip/What-you-need-in-a-disaster-recovery-DR-plan
http://searchdisasterrecovery.techtarget.com/answer/What-do-you-need-to-have-in-place-in-order-for-a-staff-to-have-remote-data-access-during-a-disaster
http://searchcio.techtarget.com/definition/hot-site-and-cold-site
http://en.wikipedia.org/wiki/Fire_classes
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¶ Class A: Fire with combustible materials as its fuel source, such as 
wood, cloth, paper, rubber and many plastics  

¶ Class B: Fire in flammable liquids, oils, greases, tars, oil-base paints, 
lacquers and flammable gases  

¶ Class C: Fire that involves electrical equipment  

¶ Class D: Fire with ignitable metals as its fuel source  

¶ Class K: Fire with cooking materials such as oil and fat at its fuel 
source  

No matter where your data center is located, fire can be considered a 
potential disaster. Data center environments are typically at risk to Class A, B 
or C fires. It goes without saying that a data center should not be built in a 
facility exposed to the risk of ignitable metal fires (e.g., magnesium) or 
anywhere near a kitchen.  

Fire suppression systems  

If a fire does occur in a data center 
environment, it's important to suppress 
that fire as quickly as possible. Here are 
the most common fire suppression 
systems currently installed in data 
centers and the pros and cons of each: 

Water sprinklers: The most common 
fire suppression systems in business 
environments (and often found in the 
server rooms, especially in smaller IT 
environment) are water sprinklers. Water 
sprinklers are usually present in the 

server room because server rooms are usually developed using existing 
office space already fitted with water sprinklers. This basic system essentially 
consists of a grid of water pipes equipped with fusible heads that melt over a 
certain temperature to allow pressurized water to escape and spray over a 
specific radius.  

Pros: 

¶ Low installation costs because it's often already existent in 
commercial and office space  

¶ Low cost of operation as it requires no pricey agent reload  

¶ Once activated, provides fire suppression until the system is shut off  

 

 

More on disaster recovery 
planning and management 

Top five free disaster recovery 
plan templates 
 
What do you need to have in 
place in order for a staff to have 
remote data access during a 
disaster? 
 
Risk assessments in disaster 
recovery planning: A free risk 
assessment template and guide 

  

 

 

http://searchdisasterrecovery.techtarget.com/tip/The-burning-issue-of-vault-storage
http://searchdisasterrecovery.techtarget.com/tip/The-burning-issue-of-vault-storage
http://searchdisasterrecovery.techtarget.com/tip/Top-five-free-disaster-recovery-plan-templates
http://searchdisasterrecovery.techtarget.com/tip/Top-five-free-disaster-recovery-plan-templates
http://searchdisasterrecovery.techtarget.com/answer/What-do-you-need-to-have-in-place-in-order-for-a-staff-to-have-remote-data-access-during-a-disaster
http://searchdisasterrecovery.techtarget.com/answer/What-do-you-need-to-have-in-place-in-order-for-a-staff-to-have-remote-data-access-during-a-disaster
http://searchdisasterrecovery.techtarget.com/answer/What-do-you-need-to-have-in-place-in-order-for-a-staff-to-have-remote-data-access-during-a-disaster
http://searchdisasterrecovery.techtarget.com/answer/What-do-you-need-to-have-in-place-in-order-for-a-staff-to-have-remote-data-access-during-a-disaster
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
http://searchdisasterrecovery.techtarget.com/Risk-assessments-in-disaster-recovery-planning-A-free-IT-risk-assessment-template-and-guide
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Cons: 

¶ Limited to Class A fire suppression  

¶ Subject to accidental discharge if a head or pipe is broken  

¶ Requires significant cleanup regardless of the event that triggered 
the discharge  

¶ Will cause significant water damage to IT equipment and 
surrounding finishes or materials  

Pre-action water sprinklers: Pre-action water systems are essentially the 
same as a water sprinkler system except they require at least two alarm 
conditions to be activated. In other words, an accidental activation will not 
cause the system to discharge. Rather, an event triggering an alarm must be 
followed by a second event confirming a fire condition (i.e., a broken sprinkler 
head alone would not cause system discharge unless smoke or heat is also 
detected) before system discharge takes place. This confirmation 
mechanism defines the term "pre-action."  

Pros 

¶ Prevents accidental discharge  

¶ Low cost of operation as it requires no pricey agent reload  

¶ Conventional water sprinkler systems can be converted to pre-action 
systems  

¶ Once activated, provides fire suppression until the system is shut off  

Cons 

¶ Limited to Class A fire suppression  

¶ More costly than a conventional water sprinkler system  

¶ Requires significant cleanup following a system discharge  

¶ Can be zoned, but discharge sometimes takes place at the entire 
zone level  

¶ Will cause significant water damage to IT equipment and 
surrounding finishes or materials  

Gaseous agent fire suppression systems  

The most sophisticated fire suppression systems use a combination of pre-
action controls and a "clean" gaseous agent to extinguish fires. Gaseous 
agent fire suppression systems are typically stored in tanks and once the 
system is activated, gas is piped to the designated areas by zones and 
discharged through special overhead nozzles. There are numerous options 
available ranging from the discontinued Halon systems to clean agents such 
as Novec 1230 (also known as Sapphire).  

http://en.wikipedia.org/wiki/Gaseous_fire_suppression
http://en.wikipedia.org/wiki/Gaseous_fire_suppression
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Halon systems were common in mainframe environments and were designed 
to quickly suppress fires. While these systems can still be recharged today 
using existing reserves or Halon recovered for systems being replaced, the 
EPA mandated that production of Halon 1301 be halted by December 31, 
1993, due to the known harmful effect of the gas on the ozone layer and 
adverse effects on the health of people exposed to the chemical following a 
discharge.  

Pros 

¶ Very effective suppressant for Class A, B and C fires  

¶ No significant damage to IT equipment following a discharge  

Cons 

¶ Harmful to people and the environment  

¶ Agent no longer in production  

¶ Requires space for agent storage tanks  

¶ Requires moderate residue cleanup following a discharge  

¶ More costly than a conventional water sprinkler system  

Halon replacement gas agents 

There are a number of options for the replacement of Halon fire suppression 
systems. Different, non-corrosive, total flooding gases that are safe for use in 
occupied spaces are now available. They have different fire suppression 
capabilities and much like their predecessor, they are stored in tanks and 
distributed by pipes to protected zones and discharged through special 
nozzles in the event of a fire. Some of the most common gas agents include:  

Inergen (IG-541) 

¶ Inergen is a mixture of inert gases, (52% nitrogen, 40% argon and 
8% carbon dioxide) and is effective on Class A, B and C fires 

FM-200 (HFC-227) 

¶ Effective on Class A, B and C fires 

FE-13 

¶ Effective on Class B fires only 

FE-25  
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¶ Effective on Class A fires only 

FE-227  

¶ Effective on Class A and B fires only 

Sapphire (Novec 1230) 

¶ Effective on Class A, B and C fires  

Pros 

¶ Usually no cleaning is required following a discharge  

¶ No significant damage to IT equipment following a discharge  

¶ Many gas agents are effective on Class A, B and C fires  

¶ No known adverse effects on people and environmentally friendly  

Cons 

¶ More costly than a conventional water sprinkler system  

¶ Requires space for agent storage tanks  

¶ Fire suppression capacity is limited to the amount of gas agent 
stored for the volume of the room  

Other fire suppression consideration for your data center 

From a cost perspective, the most economical of these fire suppression 
systems are the traditional water sprinkler systems, followed by the pre-
action system and finally the gas agent system, which has the same 
attributes as a pre-action systems, with the added cost of the gas agent and 
appropriate storage tanks.  
There are a few other elements to consider when selecting a fire suppression 
system; this depends mostly on local codes and insurance policies. For 
example:  

Emergency power off (EPO): When a water sprinkler system is used, it may 
be required by your local electrical code to install an EPO switch that cuts 
power to the main data center electrical feed and to the output of the UPS to 
ensure no IT equipment is powered on in the presence of water.  

Backup for gas agent fire suppression: Some insurance companies now 
require that even if a gaseous agent fire suppression system is installed, it 
must be backed up by a pre-action or conventional water sprinkler system 
which, as mentioned earlier, will keep going until the main water valve is shut 
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off. Many insurers consider it possible that a fire may keep burning even 
following the complete discharge of the gas agent reserve which would leave 
a facility with no backup fire suppression. 

Overall, regardless of which option you choose, every data center disaster 
recovery plan should come equipped with a fire suppression system that best 
suits their data storage environment as well as their budget. 

Conducting a damage assessment 

One of the key activities in a disaster recovery plan is the damage 
assessment. It starts soon after the incident occurs and provides an initial 
view of the situation; what has actually happened; what assets (e.g., 
buildings, people, IT systems) are affected and which of them has been 
damaged; and an evaluation of the potential for the situation to continue and 
possibly escalate. 

This data is then used by first responders, emergency teams and company 
management to determine the likely next steps in the incident, such as: 1) 
evacuate the building, 2) shelter-in-place, 3) engage first responders like 
police/fire departments, 4) shut down power, 5) shut down systems, 6) seal 
the building, 7) launch disaster recovery plans and 8) launch business 
continuity plans. 

The 2010 edition of the National Fire Protection Association‘s standard NFPA 
1600, Standard on Disaster/Emergency Management and Business 
Continuity Programs, defines a damage assessment as ―an appraisal or 
determination of the effects of the incident on humans, on physical, 
operational, economic characteristics and on the environment.‖ The need for 
a damage assessment is defined in Section 6.4.5 of the standard. NFPA 
1600:2010 is an American National Standard and is one of the three 
standards approved as part of FEMA‘s Private Sector Preparedness 
Program (PS-Prep). The standard is valuable as it provides details on how to 
organize and implement business continuity and emergency response plans. 

Before conducting a formal damage assessment of a major event (e.g., a 
disaster that impacts a wide area, with multiple jurisdictions), it may be 
necessary to perform what is called a Preliminary Damage Assessment 
(PDA) as defined by the Federal Emergency Management Agency (FEMA). 
This is a joint (e.g., FEMA, state, county) assessment that helps determine 
the magnitude and impact of an event‘s damage. 

For example, a joint FEMA/state team may visit local disaster relief 
applicants and view their damage first-hand to assess the scope of damage 
and estimate repair costs. The state uses the results of the PDA to determine 

http://searchdisasterrecovery.techtarget.com/tip/What-you-need-in-a-disaster-recovery-DR-plan
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if the situation is beyond the combined capabilities of the state and local 
resources, as well as verify the need for supplemental federal assistance. 

The PDA also identifies any additional needs that may require immediate 
attention. Organizations impacted by a local or regional incident should 
contact their local emergency management authorities (e.g., local/state 
offices of emergency management, FEMA) to determine if PDAs and other 
assessments are being conducted. This will ensure they are suitably 
informed of the situation, and if they can offer assistance to response 
activities. 

If the emergency situation is not a large-scale event, such as described 
above, and is confined to a specific location, such as a data center, we can 
proceed with the damage assessment in the following order: 

1. Ensure that all personnel are safely evacuated  
2. If the event was a fire or similar event that required activation of first 

responder organizations, ensure that the area has been deemed 
safe for re-entry by damage assessment team members  

3. Secure the affected area with company or third-party security 
personnel to prevent unauthorized access  

4. Establish who will have access to the area and notify security 
personnel accordingly  

5. Conduct visual inspection of the exterior of the facility (if the data 
center is in a separate building) to identify any physical damage, 
especially damage to building entrances/exits/windows which would 
compromise building security  

6. Inspect building environmental controls, such as commercial power 
feeds, transformers, emergency power systems, HVAC and air 
handling systems and the water supply  

7. Inspect fire suppression systems, such as FM200, hand-held fire 
extinguishers, water-based systems  

8. Inspect the interior operations area and identify/inventory damaged 
devices (e.g., servers, routers, data storage devices, power 
distribution units, equipment cabinets, workstations), furniture, cable 
racks, cabinets, cabling and wiring, items hanging from the ceiling, 
damaged ceiling and floor tiles, documentation/vital records, 
damaged light fixtures, loose or dangling wall-mounted shelves or 
cabinets and any water damage  

9. Test availability of systems, network services (internal LANs, Internet 
access, voice over IP system) and access to data, data bases and 
related IT assets  

10. Inspect work areas adjacent to affected area (e.g., offices, 
conference rooms, storage closets, equipment closets, canteens, 
bathrooms)   

11. Inspect other important building attributes, such as stairwells, 
emergency doors, emergency lighting, signage, security systems  

http://searchdisasterrecovery.techtarget.com/tip/Emergency-management-planning-What-business-continuity-professionals-need-to-know
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12. Summarize and present the damage assessment findings to the 
appropriate emergency management leadership, e.g., incident 
commander or corporate emergency management team leader. If 
the incident is of significant magnitude and severity, periodic (e.g., 
hourly) damage assessment reports are advisable so that leadership 
is aware of escalating damage and related issues.  

As part of disaster recovery planning, it‘s a good idea to have damage 
assessment forms prepared in advance to simplify the data collection and 
report writing processes. 

Based on the findings of the damage assessment, the organization‘s 
management will be in a position to decide whether to 1) reopen the office, 2) 
close the office, 3) reopen the office with limited access, 4) activate 
technology disaster recovery plans, 5) activate business continuity plans, 6) 
activate alternate work area recovery plans, 7) activate hot/cold site recovery 
initiatives or 8) develop and launch an alternate strategy.  

Facilities management team to the IT department: Let's 
work together 

To the facilities management team, the data center is just another building it 
controls. However, it also controls every other building within the 
organization. With a diverse portfolio including warehouses, offices, kitchens, 
restrooms, car parks and storage systems, the data center may just be 
another item on its list. 

For the IT department, the data center is the center of the universe. The main 
components that support the mission critical aspects of the business are the 
servers, storage and network systems that are housed within the data center; 
if anything goes wrong, then it is the IT department‘s neck on the line – even 
if the problem was due to a facilities issue. 

What happens when priorities don't match? A blocked executive restroom 
could upset a lot of people, and the facilities management team may put a 
few people on this to satisfy complaints of senior management, whereas a 
request to ―check up on the cooling in the data center, please – we‘ve 
noticed a small rise in temperature‖ may not be as high on facilities‘ list. 

The fact that the small rise in temperature denoted a cooling system failure 
that is just about to lead to the forced shutdown of all systems in the data 
center, and that the executives could use a different restroom for the day just 
didn‘t really come into the equation – facilities and IT have to work more 
closely together. 

http://searchdatacenter.techtarget.com/tip/Does-UPS-maintenance-go-to-IT-or-the-facilities-management-team
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Does this mean that facilities and IT must start having long, interminable 
meetings to discuss matters that are seen as critical for one side and not for 
the other? No, it just means that each side must be able to see the root 
cause of any problem rapidly and when required. Automation tools play a big 
role in making this happen. 

DCIM brings facilities management and IT together 
Use monitoring, common measurement and management systems, and 
shared data sources to start. This way, the building information system (BIS) 
used by facilities is plugged into the exact same data used by IT‘s systems 
management tools. When IT sees a small rise in temperature on a single 
piece of IT equipment, it‘s likely to be just a fault in that piece of equipment, 
but if it sees a rise in temperature across the board, it is more likely to be a 
facilities issue. Likewise, hot spots that could lead to a risk of fire are better 
served from the use of facilities systems, such as smoke and infrared 
detection systems. 

A relatively new approach to bringing tools and systems closer together is 
now being used by some organizations. Data center infrastructure 
management (DCIM) started as a specific set of tools for facilities to look 
after the data center as a special case. DCIM tools enabled facilities to look 
at how the data center was laid out, how power distribution and cooling was 
configured and so on. 

As DCIM usage grew, vendors introduced other functions such as 
computational fluid dynamics (CFD) and structured cabling. This led to areas 
such as granular power management with some DCIM tools with 
comprehensive equipment databases covering real-world data on how much 
power a specific server, storage system or network device would draw. 

With such comprehensive DCIM systems, IT departments took notice and 
much of what the tools did was seen as useful. Seeing exactly how much 
power a rack or a row would draw means IT can look to see if the data center 
infrastructure is capable of providing enough energy. Using CFD allows them 
to ensure that usage of racks and rows will not lead directly to poor cooling 
flows. 

Where space limitations force IT to make decisions that could lead to a need 
for more power or better cooling, using DCIM tools means that facilities 
management can be included in the decision – "Is it possible to bring in more 
power here? Can the amount of cooling be improved through better ducting 
to this area?" 

Facilities‘ BIS systems may be a good feed into DCIM as time goes on. The 
move to ―intelligent‖ buildings has been slow, but efforts to control carbon 
emissions will drive the use of IT across the organization to more optimally 

http://searchdatacenter.techtarget.com/definition/data-center-infrastructure-management-DCIM
http://searchdatacenter.techtarget.com/definition/data-center-infrastructure-management-DCIM
http://searchdatacenter.techtarget.com/tip/Carbon-emissions-fall-as-IT-adopts-green-cloud-computing
http://searchdatacenter.techtarget.com/tip/Carbon-emissions-fall-as-IT-adopts-green-cloud-computing
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manage areas such as heating and cooling, the security of buildings and the 
management of control systems on the shop floor. 

The only way that such a complex mix of technologies can be effective is 
when everyone involved has a true view of everything that is happening. Not 
only will facilities management and IT have to ensure that everything is 
working closely together, but they will also have to ensure that dashboards 
and reports are suitable for the business as well. 

At the most basic level, it is time for IT and facilities management to look at 
how DCIM can help both teams. At a more advanced level, executive boards 
should be looking at how DCIM can help drive energy and carbon savings 
across their whole organization while providing higher availability and optimal 
running for critical IT systems. 
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